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2.1. Introduction

Goldbach’s problem concerns the solubility of the equation
(2.1) n =pi + ps.

Given any even natural number n € N satisfying n > 2, the question is whether there are primes
p1, p2 such that (2.1) holds.

The greatest success of the Hardy—-Littlewood method is a demonstration of the ternary Goldbach
problem, which concerns the solubility of the equation

(2.2) n = p1 + p2 + p3.

Given any odd natural number n € N satisfying n > 5, the question is whether there are primes
p1, P2, p3 such that (2.2) holds. Here the difficulty is in handling the cases when the natural number
n € Nis relatively small. In this chapter, we adapt the ideas of the original Hardy—Littlewood method
and demonstrate that the ternary Goldbach problem can be solved if the odd natural number n € N
is sufficiently large, a result which dates back to Vinogradov in the 1930s.

THEOREM 2.1. There exists Ny such that for every odd natural number n € N satisfying n > Ny,
there exist primes pi,pa,p3 such that n = py + ps + ps3.

Clearly the number of primes required cannot be reduced, so this result is in some sense best
possible. The only weakness is that the conclusion is valid only for large odd natural numbers n € N.

The Hardy-Littlewood method can also be applied to study the binary Goldbach problem. We
mention the result that for almost all even natural numbers n € N, there exist primes pi, ps such
that (2.1) holds. This means that for all sufficiently large N, the number E(N) of exceptional even
natural numbers n € N such that (2.1) does not hold for any primes p;, py satisfies E(N) = o(N).

Very recently, Helfgott has completely solved the ternary Goldbach problem. His technique involves
lowering the value of Ny in Theorem 2.1 as much as possible, as well as efficient computation to check
the finite number of remaining cases.

For any Hardy—Littlewood approach to work, we naturally need to replace the generating function
f(a). We write

fla) =" (logp)e(ap),

p<n

where the summation is over all positive primes not exceeding n. Here the presence of the term (log p)
is not immediately obvious. Indeed, it is not absolutely necessary. However, its presence enables us
to bring in the von Mangoldt function, used in the study of the distribution of primes, in a more
natural way.
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20 2. GOLDBACH’S PROBLEM

With this choice of the generating function f(«a), we consider

R(n) = [ F(@)e(=am)da = / S 30 ST (tog pa)(log pe) (10g ps)e(a(py + pa + ps — ) da

P1SN p2<n p3<n

Y>> (logp) logpz)(logpz)/ e(a(pr +p2 +ps —n)) do

P1SM Pp2KNn p3<n

= > > (logpi)(logps)(logps) = Y > Y (logpr)(log p2)(log ps).
P1<M Pp2<N P3N P1 P2 P3
p1+p2+ps=n p1+p2+ps=n

Note that the term R(n) is a weighted count of the number of solutions of the equation n = p;+p2+ps.

REMARK. For the purposes of comparing the argument here with the argument in Chapter 1, note
that we take N = n in this chapter, and use n throughout to denote their common value.

As before, we write

(2.3) R(n) = /971 3 (a)e(—an) da+/ 3 (a)e(—an)da,

where the two sets 91 and m are disjoint and 9TUm represents a unit interval. Let B be a sufficiently
large positive real number, and write

(2.4) P = (logn)5.
For every a,q € N satisfying 1 <a < ¢ < P and (a,q) =1, let
(2.5) M(g,a) = {a € R: o —a/ql < Pn},

‘We now write

im:U U M(q,a)

q<P a=1
(a,q)=1

and let
U=Pn ' 1+Pn '] and m=U\M.

To prove Theorem 2.1, it suffices to show that R(n) > 0 for all sufficiently large odd n € N.
Our strategy is to find a suitable positive value of B for which

/ 2 (a)e(—an)da > n?
m
and

/ 3 (a)e(—an)da = o(n?)

whenever n is odd. We do not give an explicit value for B, but will indicate the restrictions on its
size throughout our discussion.

2.2. The Minor Arcs

In this section, we study the integral

/mf?’(a)e(—cm) da.

\/m|f(a)|3da< (suplf )/ |(a)? da

It is easy to see that

/ 3 (a)e(—an)da

(2.6)
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Our earlier argument involving Hua’s lemma is now replaced by a very simple argument. We have

en [ r@rda= [ s@icaa= [ 33 toemomeatn - p)da

p1<n p2<n
= > ) (logpi)( logpz)/ e(a(pr —p2))da =Y (logp)® < nlogn.

p1<np2<n PN
Next, we need the following analogous version of Weyl’s inequality.
THEOREM 2.2. Suppose that a,q € N satisfy (a,q) = 1 and ¢ < n. Suppose further that o € R
satisfies o — a/q| < g~ 2. Then
|F(@)] < (logn)*(ng™ % +n? +niq?).

Using Dirichlet’s theorem with X = nP~!, we conclude that there exist a, ¢ € Z satisfying (a,q) = 1
and 1 < ¢ < nP~! such that

a
a——| < qianfl.

Since « € m C (Pn~!,1 — Pn™1!), it follows that 1 < a < ¢. Furthermore, we must have ¢ > P, for
otherwise a € 9. It now follows from Theorem 2.2 that for every @ € m, we must have
(2.8) |f(a)] < (logn)*(ng™% +n% +n2g?) < (logn)*(nP~% +ns +nP~3)

< n(logn) < n(logn)~?,

provided that B > 12. Combining (2.6)—(2.8), we conclude that

/ 3 (a)e(—an) da
provided that B > 12
We prove Theorem 2.2 in Section 2.5.

4-1B

1

(2.9) < n*(logn)~ !,

2.3. The Major Arcs

In this section, we study the integral

/ f3(a)e(—an)da,
M(q,a)

where a,q € N satisfy 1 < a < ¢ < P and (a,q) = 1.
The first step in our argument is to find a suitable approximation to the generating function f(a).

We introduce the function
n

v(B) =D e(Bm).
m=1
THEOREM 2.3. There is a positive constant C' such that for every a,q € N satisfyingl <a < qg< P
and (a,q) =1, and for any o € M(q, a), we have

fla) =500 (a =) + Otnexp(-Cliogm)),

where p: N — R denotes the Mdbius function.
The proof of Theorem 2.3 requires knowledge of the theory of the distribution of primes and the

distribution of primes in arithmetic progressions, and will be given in Section 2.4.
It now follows from Theorem 2.3 that if o € M (g, a), then

() - ;3(((1(])) v? (a - q) < n?|f(a) - ZEZ;U (a ~ Z) ’ < n® exp(—C(log n)

Summing this error over all the major arcs, we obtain

>y [

q<P a=1 YP(ga)
(a,q)=1

[N

)-

;;gq)) v (a - Z) ‘ da < P3n2exp(—C(logn)?).
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If we now write

q<ZP ; / M(q.0) ¢>3 (O‘ - Z) e(—an)da,

then

(2.10)

~
o
N

~—

—

. 3(a)e(—an)da = Ri(n) + O(P3n? exp(—C(logn)

On the other hand,

(2.11) Ri(n) =
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q<P a=1
(a,9)=1
= G(n,P)J*(n),
where
S(n. P) = Zq: p(a) e(_(m)
R A O A
(a,9)=1
and
Pn?t
rw= [ @) ds
7Pn—1

Our next task is to complete the series to infinity and to replace the interval of integration by a unit
interval.

Let us first of all consider the integral J*(n). Since v(f3) is a geometric series, we clearly have

v(B) < min{n, |87}

It follows that if we write

J(n) = / * 3(B)e(~Bn) B,

1
2

then
J(n) — J*(n) < /5 B7?dB < P70’
Pn—1
so that
(2.12) &(n, P)(J(n) = J*(n)) < P*n* ) ¢2( )< P

q<P
Combining (2.11) and (2.12), we have

(2.13) Ri(n) = &(n, P)J(n) + o(n?).
Note also that

Z Z Z/ B(my +ms +ms — n)) dg

mi1= 1m2 1m3 1

is the number of solutions of the equation

mi+mo+mg=mn, 1<my,me,m3<n
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so that
1 2
(2.14) Jn) = )2(" )
Next, we consider the series &(n, P). Write
S =S Zq: ) < an)
n) = el ——
p il A () q
(a,q)=1

Then

In view of (2.14), we have

(2.15) (&(n, P) — &(n))J(n) < n*P~2.
Combining (2.13) and (2.15), we have
(2.16) Ri(n) = &(n)J(n) + o(n?).

Finally, we combine (2.3), (2.9), (2.10) and (2.16) to obtain
R(n) = &(n)J(n) + o(n?).
Theorem 2.1 will follow if we can show that &(n) > 1. In fact, this follows from the result below.
THEOREM 2.4. For every natural number n € N satisfying n > 1, we have
&S(n) = H<1+13> H<112)
o (p—1) o (r—1)

REMARK. Note that G(n) = 0 when n is even. This is the only part in our discussion where the
argument does not work when n is even.

We sketch the proof of Theorem 2.4 here. The details are left as an exercise.

SKETCH OF PROOF OF THEOREM 2.4. Clearly

where

It can be shown that the function S(q) is multiplicative, so that S(gr) = S(¢)S(r) whenever (¢,r) = 1.
On the other hand, recall that y and ¢ are multiplicative. It follows that

_ u(p)S(p) | p@*)S(p*) _ _ S
6(”)rp[<” G0 T ) *)H(l 50)

Note now that

p—1 .
- f
o(p)=p—1 and S(p):Ze(—a:> :{ 111,17 1f§)|(z’

a=1

The result follows immediately. (O
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2.4. Input from the Distribution of Primes

Throughout this section, the letter C' will denote a positive constant, suitably chosen so that the
inequalities in question will hold. It may vary in value from one occurrence to the next.
Suppose that y > 1 is a given real number. Consider the sum

(2.17) Y (ogp)e (?):f}(‘j) Y logp

PY r=1 Py
p=r mod ¢q
q q
ar
=Y (7)) X et X oY) X o
r=1 P<Y r=1 q PLY
(r,q)=1 p=r mod q (r,q)>1 p=r mod q

If (r,q) > 1, then the only possibility of p = r mod ¢ is that r = (r,q) is a prime, and so

Z log p — logr, if r <y is a prime and divides g,
&P = 0, otherwise.

Py
p=r mod q

It follows that

q
(2.18) Z e( > Z 10gp<<Zlogp<10gq.

=1 Py plg
r,q)>1 p=r mod q

To study the sum

Z log p

Py
p=r mod q

when (r,q) = 1, recall that

1 Z X(n)_ 1, if n=r mod ¢,
¢(Q)Xmodqx(r)_ 0, if n #r mod q.

Then
X n) 1 1
(2.19) > logp= Z Z o | 5= 5 Z o) > x(p)logp.
P<Y P<Y x mod q X mo Py
p=r mod q
For the principal character xo modulo ¢, it can be shown that
1
(2.20) > Xo(p)logp — y| < yexp(—C(logy)?) + logq.
Py

Similarly, it can be shown that for any non-principal character y modulo ¢, we have

(2.21) >~ x(p)logp| < yexp(—C(logy)?).

REMARK. We do not prove (2.20) and (2.21) which are related to the Prime number theorem.
However, it is a good reason for the choice of our generating function f(a). In the study of the
distribution of primes, an inequality of the type

> A(n) —y| < yexp(—C(logy)?)

n<y

will imply the Prime number theorem. Now it is easy to show that

0< > A(n) = > logp < y'/*logy,

nxy Py
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so that

> logp — y| < yexp(—C(logy)?).
PLY

On the other hand, we have

0< > logp—Y xo(p)logp= > logp< > logp < logg.

Py Py Py plg
(p,g)>1

The inequality (2.20) follows.

Recall that on the major arc M(q,a), we have ¢ < P = (logn)?. If nz <y < n, then it follows
from (2.17)—(2.21) that

3 (logp)e (‘zp)—gf’ zq: ( )—l—O(nexp( C(logn)?).

PY r=1

r,q)=1

This inequality is trivial if y < n%, and so holds for every y satisfying 1 < y < n. We can also show
that

=1
so that
(2.22) > (logp)e (“q”) - ;EZ;‘U = O(nexp(—C/(logn)?).

Py

We now use the partial summation formula (1.12) with X =n, F(m) = e(8m) and

(logm)e <am> _ ) if m is a prime,
q

- ¢(q)’
_ZEZ;, if m is not a prime,
to obtain
3tz () etom) - 3 getom
= e(fn) p;(logp)e (‘:”) - mZ: ’;EZ; — 2113 On e(By) ;j(logp)e (C;p) P> QSEZ; dy.

It follows from (2.22) that

(e

This gives Theorem 2.3, in view of (2.4) and (2.5).

2.5. A Fundamental Identity of Vaughan

Suppose that F' : N x N — R is a given function. Suppose also that the variables x,y, z,d are
natural numbers. Then for any real number X > 1, the identity

(2.23) =Y D wdF(zdy) =D | Y wd) | Fla,y)

d<X =z z>X d|z
d<X
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always holds as a consequence of the simple identity

> pu(d)=0, 1<z<X,

dlz
d<X

and on noting that, writing x = zd, we have

SN wdFdy) =Y | > uld) | Flay) =Y [ D wd) | Fla,y).

d<X =z x d,z T d|x

zd=x d<X
d<X

Suppose that the real parameter X satisfies 1 < X < n. Writing

_ [ Ae(azy), if X <y<n/z,
Fa,y) = { 0, otherwise,

and summing (2.23) over y, we have

Y AWeloy) = Y S0 N wdA@)elazdy) = Y ST | Y pld) | Aw)e(azy)

X<y<n d<X 2z y>X >X y>X d|x
zdy<n Ty<n d<X
= Sl - 52 - 537

where

Z Z Z wu(d e(azdy),

d<X =z
zdy<n

=22 ) md)A)e(ozdy),

d<X z y<X
zdy<n

=3 > | D uld) | Aye(azy).

z>X y>X d|x
xy<n a<X

First of all, writing zy = x, we have

Z Z e(adx) ZA(y) Z Z d)(log z)e(adx)

d<X z<n/d ylz d<X z<n/d
n/d
Z / adx Z (d)/ Z e(adw)@
d<X z<n/d d<Xx L y<a<n/d Y
< Z (log 8) min {%7 ||ad||_1} < (logn) Z min{g, ||ad||_1} .
d<x d<x

Secondly, writing dy = =, we have

S= 3 | S udhw) | Y elarn < X[ TAw) || X clar2)

r<X?2 | d<X y<X z<n/z z<X?2 \ y|z z<n/z
dy=x
.[n -1 2 . yn -1
< Z (log ) min § —, |Jaz| < (log X°) Z min § —, [|az|| .
< X2 r r<X2 r

‘We now make the choice

(2.24) X

Il
S
SN
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Then it follows from Theorem 1.16 that
S1, 89 < (logn)?(ng™* + ns + q).
To study the sum S3, we partition the interval (X,n/X). Let ko be the unique integer satisfying

2ko X2 gy L kot x2,

Then
n
(2.25) (X, X) c | oy,
YeA
where
(2.26) A={2"X:k=0,1,...,ko},
and
(2.27) Sy = Z (Y
YeA

where, for every Y € A,

(2.28) Sy = > > | DD u@) | Awelay).

Y <xL2Y X<y<n/z d|z
d<Xx

Note that while the two sides of (2.25) are not equal, note that 3(Y) in (2.28) has no contribution
from any x > n/X, as the inner sum over y becomes an empty sum in this case.
For every Y € A, we have, by Cauchy’s inequality,

2

smPr<| Y| u S| Y Awetosy)
Y <xz<2Y | d|z Y<x2Y | X<y<n/z
d<X
2
<[ Y @@ ol > Awelay)| |,
r<2Y Y <zL2Y | X<y<n/z

where d : N — R is the divisor function. It is well known that
> d(x) < Z(log22)®.
<7z
On the other hand,
2

S Y Awelazy)| = D Y0 > AWAR)e(ax(y - 2))

Y <zL2Y [ X<y<n/z Y<x2Y X<y<n/z X<z<n/z

S Y AWAGR) Y elanly—2)

y<n/Y z<n/Y Y <z<2Y
z<n/y
z<n/z

< (logn)? Z Z min{Y, ||a(y — 2)||7'}.

y<n/Y z<n/Y

It follows that

(2.29) ISP < Y(ogn)® > > min{Y,|a(y - 2)|"}.

y<n/Y z<n/Y
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To estimate the double sum in (2.29), we write h = |y — z|. Then

(2.30) Yo > min{Yija-2))7 < Y > min{Y.[ahl "}
y<n/Y z<n/Y y<n/Y 0<h<n/Y
n ) 1
<nt S mingY, ok
1<h<n/Y
<n+ ; 3" min{nh !, |kl
1<h<n/Y
Applying Theorem 1.16 with n = XY, we deduce that if ¢ < n, then
1 1 q
. —1 -1 1.4 9q
(2.31) Z min{nh™", [|ah||" } < n (q + v + n) logn.
1<h<n/Y
Combining (2.29)—(2.31), we conclude that if ¢ < n, then
(2.32) IZ(Y)|? < nY (logn)® + n(ng~* +nY ! 4 ¢)(logn)®
< n(logn)b(ng™ +Y +nY " +¢).
It now follows from (2.27) and (2.32) that

S < Z (logn)?’(nq_% +n2YE 40y "7 + n%q%) < (10gn)4(nq_% +nd —1-71%(]%)7
YeA
in view of (2.24) and (2.26).

This completes the proof of Theorem 2.2.



