CHAPTER 1

Introduction

© W W L Chen, 1991, 2013.
This chapter is available free to all individuals,
on the understanding that it is not to be used for financial gain,
and may be downloaded and/or photocopied,
with or without permission from the author.
However, this document may not be kept on any information storage and retrieval system
without permission from the author,
unless such system is not accessible to any individuals other than its owners.

1.1. A Special Case
In the simplest case, an ordinary differential equation of order k is an equation of the type
(1.1) F(t,z, o', ..., 2®)) =0,

where ¢t € R is known as the independent variable, z = x(¢) is an unknown scalar function, and where
F is a function defined on some subset of R¥*2. We have assumed that the left hand side of (1.1) is
dependent on the term z(*).

A function x = ¢(t), 11 < t < 72, which reduces the equation (1.1) to an identity, is called a
solution of (1.1) in the interval (r1,72).

Without loss of generality, we assume that k > 1. It then follows that ¢(t) is k-times differentiable
and hence continuous on (r1,79). Let S C R¥+2 be the domain of the function . Then

o), (),....e" (1) €S, te (r,m).

Suppose further that we can solve (locally) for z(*). Then
(1.2) e =Gtz 2, ... aFY)
is called the k-th order equation in normal form. Clearly G : B — R for some subset B C R*¥*1,

ExAMPLE. The equation

F(t,z,2',2") = (1+t)z" —xa' +t =0,
where = x(¢) is an unknown function, is an ordinary differential equation of order 2. Written in
normal form, it becomes
xx' —t
1+t

2 =G(t,x,2) =

)

where G : B — R for some subset B C R3.

1.2. Another Special Case

Consider an equation of the type
(1.3) F(t,z,2") =0,

where again ¢ € R is the independent variable, z = z(t) = (x1(¢),...,z,(f)) is an unknown n-
dimensional vector function,

¥ =2 (t) = (2} (t),..., 2, (1)),
and where F is a function defined on some subset of R?"*1. Again we have assumed that the left
hand side of (1.3) is dependent on the term a’.
A function z = @(t) = (p1(t),...,0n(t)), 1 < t < rg, which reduces the equation (1.3) to an
identity, is called a solution of (1.3) in the interval (ry,r3). Clearly ¢(t) is differentiable and hence
continuous on (r1,72).
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Let S C R2"t! e the domain of the function F. Then
(t,o(t), ¢ (1) €S, te€ (r,r2).
Again, suppose that we can solve (locally) for /. Then
(1.4) 2 =Gt x)
is in normal form. Clearly G : B — R™ for some subset B C R"*!,

EXAMPLE. Let n = 3. Consider an equation of the type (1.3), where z = x(t) = (z1(t),...,x3(t))
is an unknown 3-dimensional vector function that satisfies

) = txy 4 2xe + twg +t,
rh = 3x1 + tzo +4ws + 12,
xh = t2x1 + tzg + 633 + 21.

Then
G(t,x) = G(t,xq,...,x3) = (twy + 220 + twz + t,3w1 + tag + 4ag + t2, 122 + toy + 63 + 2t),
where G : B — R3 for some subset B C R%.

1.3. The General Case

The general form of a k-th order ordinary differential equation is
(1.5) F(t,z, o', ..., a®) =0,

where t € R is the independent variable, x = z(t) = (z1(t),...,2,(¢)) is an unknown n-dimensional
vector function,

2® =W () = @Pe),....aP)),

and where F is a function defined on some subset of RE+D7+1  We have assumed that the left hand

side of (1.5) is dependent on the term z(*).

A function z = (t) = (p1(t),...,on(t)), 1 < t < rq, which reduces the equation (1.5) to an
identity, is called a solution of (1.5) in the interval (rq,r2).

Without loss of generality, we assume that & > 1. It then follows that o(t) is k-times differentiable
and hence continuous on (r1,73). Let § C R(E+D7+1 be the domain of the function F. Then

(to(), @' (1), ..., o (t) €S, tE (r1,m).
Suppose further that we can solve (locally) for z(*). Then
(1.6) 2™ =Gtz 2, ... aFY)

is called the k-th order equation in normal form. Clearly G : B — R™ for some subset B C RF*+1,
An equation of the form (1.6) with n > 1 is sometimes called a k-th order n-dimensional system.

1.4. A Reduction Argument
Consider the case n = 1. Equation (1.1) is of the form
F(t,z,a',...,a®)) =0,

where x = z(t) is an unknown scalar function, and where F' is a function defined on some subset
k+2
of R¥™2,

Let ys =, yo =2/, ys = 2", ..., yp = *~1. Then
(1.7) Vi=Y2 Ya=Ys oo Ykt = Uk
It follows that equation (1.2) is of the form
(1.8) v =™ =Gt 2, 2% = Gty v, yk)-

Combining (1.7) and (1.8), we have
(yi7y/2a s 7191/6717%) = (y27y3a v 7ykaG(tay17y27 v ayk}))v
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so that writing y = (y1,...,yx) and
f(tay) = (y23y37' . 'aykaG(t7ylay2,~ .. ,yk))v

we obtain

y = f(t,y),

an equation of type (1.4) in terms of the variable ¢ and the k-dimensional vector y.

In summary, we have reduced a k-th order ordinary differential equation with unknown scalar
variable x to a first order k-dimensional system.

A similar, but notationally more complicated, argument will show that any equation of the type
(1.5), i.e. a k-th order n-dimensional system, can be reduced to a first order kn-dimensional system.
It follows that the study of ordinary differential equations is reduced to the study of first order
systems.

ExaMPLE. Consider a second order system
xf = az + bah,
x4 = cxl| + dxs,
where x = z(t) = (x1(t), z2(t)) is an unknown two-dimensional vector. Write (y1,y2) = z = (21, 22)
and (y3,ys) = ¢’ = (2, 73) = (y1,%3)- Then
y'(1) = (1), ya (1), y5(1), (1) = (ys(t), ya(t), ays(t) + bya(t), cys(t) + dya(t)) = f(t,y).

We now have a first order four-dimensional system.

Our study of ordinary differential equations will henceforth concentrate on first order equations of
the type

(1.9) ' = f(t,x),
where z = z(t) = (z1(t),...,2,(t)) is an unknown n-dimensional vector function, and where the
function f : B — R™ for some subset B C R"*1.

1.5. Integral Curves and Direction Field

Consider an equation of the type (1.9), where f(t,z) is defined on an open connected set B C R™*1.
Suppose that (i) f(¢,«) is continuous on B; and (ii) the function

(1'10) Z‘:(p(t) = (‘Pl(t)v"'vwn(t))’ te (T1,T2)),
is a solution of (1.9). If we think of the solution (1.10) as a curve lying entirely in B, then
(L.11) ©'(t) = (1(t), -, on(t) = f(t, (1),

so that ¢'(¢) is continuous on (r1,r2). It follows that the curve (1.10) has a continuously turning
tangent at each point given by (1.11). Such a curve is called an integral curve.
Suppose now that (¢,x) € B. Let ¢, be a line segment passing through the point (¢, z) and parallel
to the vector f(¢,x). Then
{ptx : (t,x) € B}

is called the direction field of the equation (1.9).

1.6. The Theorem

It has often been said that there is only one theorem in the theory of ordinary differential equations.
We state a version of it as follows. The proof will be given later.

THEOREM. Consider the differential equation (1.9), where the function f(t,x) is defined on some
domain B C R"™1. Suppose further that
(i) f is continuous on B; and
(ii) for every i =1,...,n, the function Of/0x; is defined and continuous on B.
Then for every point (to, xo) € B, there exists a unique solution x = ¢(t) of (1.9) satisfying xo = ¢(to)
and defined in some neighbourhood of (to, o).
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By uniqueness, we mean that if z = ¢(t) and @ = (t) are both solutions of (1.9) satisfying
2o = p(to) = ¥(to) and each is defined in some neighbourhood of (g, zp), then the two solutions are
identical in their common interval of definition.

We call the pair (fg,zo) the initial values for the solution = = ¢(¢). The relation zo = ¢(to) is
called the initial condition for the solution x = p(t).

EXAMPLE. Let n = 1. The functions ¢(t) = (t — t)* and (t) = 0, with ¢,tg € (—o0,00), are
both solutions of the equation z’ = 3z2/3. Also both satisfy the initial condition o(ty) = 0. Note
that while f(t,x) = 32%/3 is continuous at z = 0, df/dx = 22~ /3 does not exist at 2 = 0. It can
be checked that with any other initial condition ¢(tg) = xo, where xg # 0, the hypotheses of the
theorem are satisfied, and we have unique solution. Note that the initial values (tg,xo) satisfy the
hypotheses of the theorem if and only if ¢ # 0.

1.7. Maximal Interval of Existence

Suppose that ¢1(t), t € (r1,r2), and @a(t), t € (s1,82), are both solutions of the differential
equation 2’ = f(¢,x) under the same initial condition, so that ¢1(to) = w2(to) = z¢. Suppose further
that the differential equation satisfies the hypotheses of the Theorem. Then in a neighbourhood of
(to, o), we have uniqueness of solution, so that

(1.12) p1(t) = @a(t), t € (max{ry,s}, min{ry,sa}).
Now define

_ QDl(t), ifT‘1<t<7“2,
(,O(t) o { @Q(t), if s1 <t < so.

In view of (1.12), it is easy to see that
o(t), te (min{ry, s}, max{ry,s2}),

is a solution of 2’ = f (¢, x) satisfying ¢(t9) = xo.
The above is a special case of the following result.

PrOPOSITION 1.1. Under the hypotheses and in the notation of the Theorem, given any initial
values (to,xg), there exists a solution o(t) of (1.9) satisfying ¢(to) = x¢ and defined on an interval
(mq1,m2) with the following property: If ¥ (t), t € (r1,r2), is another solution of (1.9) satisfying
U(tg) = xo, then we must have (r1,72) C (mq,mo).

The interval (mj, mg) in Proposition 1.1 is sometimes called the maximal interval of existence
corresponding to the initial values (¢g, xo).

PROOF OF PROPOSITION 1.1. Denote by S the set of all intervals of definition of solutions of (1.9)
satisfying the given initial condition. By the Theorem, a solution exists, so that S is non-empty.
Denote by S; the set of all left endpoints of the intervals in &, and denote by S the set of all
right endpoints of the intervals in S; and let m; = infS; and mo = supS2. We now define ¢(t),
t € (my1,mg), as follows: For any t; € (mg, mg), there exists an interval I € S and a solution ¢ (t),
t € I, of (1.9) such that ¢ (ty) = xo and ¢; € I. We now define ¢(t1) = 9(¢1). In view of uniqueness,
o(t), t € (m1,ms2), is well defined and is a solution. Clearly the interval (mq,ms) satisfies the maximal
requirement. ()

ExXAMPLE. Let n = 1. Consider the differential equation

4/3

2’ = —32%7sint,

where x = x(t) is an unknown scalar function. It is easy to check that the hypotheses of the
Theorem are satisfied with B = R2. Clearly z(t) = 0 may be a solution; this is the case with the
initial values (to,0), and (—oo0,00) is clearly the maximal interval of existence. On the other hand,
2(t) = (c—cost)~3, where c is determined by initial values, may also be a solution. Indeed, if |c| > 1,
then

z(t) = (c—cost)™®, te€ (—o0,00),

is a solution. However, if |c| < 1, then this is clearly not the case, as (¢ — cost) ™ is undefined for
some t € R. For example, the solution satisfying z(7/2) = 1/8 is

x(t) = (2 —cost)™®, t € (—o0,00),
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whereas the solution satisfying z(7/2) = 8 is
x(t) = (1/2 —cost)™®, € (n/3,57m/3);

both intervals are maximal for their respective initial values.



6 1. INTRODUCTION

Problems for Chapter 1

1. Write each of the following differential equations as a first order system in normal form:
(i) z® +2® cost — 2" + 2%sint = 0, where 2 = z(t) is a scalar function.
(ii) w’ +u =v"sint, v + v = cost, where u = u(t) and v = v(t) are scalar functions.
2. Consider the differential equation «’ = f(x), where x = x(¢) is an unknown scalar function, and
where f and df/dx are continuous on

B={(t,x): —oo <t <00, a<x<b}.
Suppose that f(z) # 0 for every x € (a,b), and let
|

F(z) = m

ds,
where z¢ € (a,b).
(i) Show that x(t) = G(t — ¢), where G is the inverse function of F' and where ¢ is a constant
determined by initial conditions, is a solution of ' = f(x).
(ii) Explain why all solutions of 2’ = f(x) are of the form described in (i).
3. Consider the differential equation ' = f(¢,x), where = z(t) is an unknown scalar function,
and where f and 0f/0x are continuous on

B={(tz):m <t<re, a<z<b}.
Suppose that
(1.13) f(t,z) = g(t)h(z)
for every (t,z) € B, where h(z) # 0 for every x € (a,b). Let u = ¢(t) be a solution of v’ = g(t), and
let = 1p(u) be a solution of dz/du = h(z).
(i) Show that z(t) = ¥(¢(t) — ¢), where c is a constant determined by initial conditions, is a
solution of ' = f(t,x).
(ii) Explain why all solutions of 2’ = f(t,x) are of the form described in (i).
(iii) Suppose that the function F(at,au) = F(t,u) for every o # 0, and that v = w(t) is an
unknown scalar function. Show that each of the subsitutions u = tx and u = t/x, where
x = x(t), transforms the equation ' = F(t,u) into an equation of the type ' = f(¢, z),
where f(t,z) is of the form (1.13).

4. For each of the following differential equations, discuss possible choices for the domain B of the
Theorem, and find all solutions of the equation:

(i) =’ = te!

(i) 2’ = tlog(t? — 1)
(iii) o' = 2% —4

(iv) o’ =secx

v) o' = —(t+ 1)at!
(vi) o' =t3(xz +1)72
(vii) ' = (z +t)t7!

[Hint: Use the substitution « = ut.]
(viil) o’ =t~z — (2% 4+ t2)1/?)
[Hint: Use the substitution z = ut.]
5. Consider the differential equation 2/ = (2% —1)/xt, where z = x(t) is an unknown scalar function.
(i) Discuss possible choices for the domain B of the Theorem.

(ii) Describe all solutions of the equation.

(iii) Find the solution satisfying the initial condition (1) = 1/v/2.

(iv) What is the maximal interval of existence of the solution in (iii)?
[Hint: Take note of your solution of (i).]



