Upper Bounds in Classical Discrepancy Theory

William Chen and Maxim Skriganov

Abstract We discuss some of the ideas behind the study of upper bound questions
in classical discrepancy theory. The many ideas involved come from diverse areas
of mathematics and include diophantine approximation, probability theory, number
theory and various forms of Fourier analysis. We illustrate these ideas by largely
restricting our discussion to two dimensions.

1 Introduction

Classical discrepancy theory, or irregularities of distribution, began as a branch of
the theory of uniform distribution but has independent interest. It is often viewed
as a quantitative and substantially more precise version of the theory of uniform
distribution, in the sense that one seeks to obtain very accurate bounds on various
quantities arising from the difference between the discrete and the continuous. Here
the discrete concerns the actual point count in a given region, which clearly takes
integer values, whereas the continuous refers to the expectation of the point count,
which depends on the area or volume of the region concerned and therefore can take
non-integer values.

We shall first state the problem in a rather general form. Let k > 2 be a fixed
integer. Our domain U will be a set of unit Lebesgue measure in k-dimensional
euclidean space R¥.

Suppose that 7 is a set of measurable subsets of U, endowed with an integral
geometric measure, normalized so that the total measure is equal to unity. Suppose
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further that &2 is a set of N points in U. For every subset A € &7 of U, let
Z| DAl =#(P NA)

denote the number of points of & that fall into A. This is the actual point count of
& in A, with corresponding expectation N (A). By the discrepancy of &7 in A, we
mean the difference

D[ZP;A| =Z[Z;A] — Nu(A).

Often, we consider the extreme discrepancy of & in U, taken to be the L*-norm

ID[Z] || = sup |D[Z;A]]. (1
Aed

However, for upper bound considerations, it is far more interesting and challenging
to consider the corresponding L>-norm

i)l = ( [ i) - @

as well as the corresponding L7-norms where 2 < g < co.

For any given choice of U and 7, we are interested in studying the growth of
the functions (1) and (2) as a function of N, the number of points of Z. It is the
cornerstone of discrepancy theory that these quantities become arbitrarily large in
many interesting cases, following the early conjecture of van der Corput [17, 18]
and the pioneering work of van Aardenne-Ehrenfest [1, 2] and Roth [33]. A lower
bound result is thus of the form

ID[2]||l~ > f(N) for all sets & of N points in U,
or of the form
IID[2]|l2 > f(N) for all sets & of N points in U.

For upper bounds, we first make a simple observation. Consider a set &2 of N
points, where all the points coincide. Then clearly any subset A € o/ of U either
contains all points of & or contains no point of . In either case, we expect the
discrepancy D[Z7;A] to have rather large absolute value for many of these sets A.
This is an example of an extremely badly distributed point set. Such examples must
never be allowed to play a role in upper bound considerations. After all, if the lower
bound asserts that all distributions are bad, then a complementary upper bound must
say that some distributions are close to as good as they possibly can be. Hence an
upper bound result must be of the form

ID[Z]|| < g(N) for some sets & of N points in U,

or of the form



Upper Bounds in Classical Discrepancy Theory 3
ID[2]]l2 < g(N) for some sets &2 of N points in U.

Our task is therefore to construct such a point set &, or to show that one exists.

Of course, the ultimate task is to establish lower and upper bounds where the two
functions f(N) and g(N) have the same order of magnitude. This has been achieved
in a few instances, and we shall discuss the upper bound aspects of some of these in
some detail in this article.

There are well known choices of U and .7 where the quantities (1) and (2) exceed
N9 for some positive exponent §. We refer to these as large discrepancy phenomena.
On the other hand, there are also well known choices of U and .« where, for suitably
chosen point sets &2, the quantities (1) and (2) can be bounded above by (logN )5
for some positive exponent 6. We refer to these as small discrepancy phenomena.
As a general rule, upper bound questions are somewhat harder for small discrepancy
phenomena, as we shall attempt to illustrate in the course of this article.

Notation. For any complex-valued function f and any positive function g, we write
f = O(g) to denote that there exists a positive constant C such that |f| < Cg, and
write f = Og(g) if the positive constant C may depend on a parameter 6. We also
use the Vinogradov notation, where f < gif f = O(g),and f <5 gif f = O05(g). We
also write f > g and f > 5 g to denote respectively g < f and g <5 f, but here both
f and g must be positive functions. The letters N, Z and R denote respectively the
set of all natural numbers, i.e. positive integers, the set of all integers and the set of
all real numbers. We also write Ny to denote the set of all non-negative integers. For
any real number z, we write e(z) = *™7, and write [z] and {z} to denote respectively
the integer part and the fractional part of z, i.e.

[zZ]=max{n€Z:n<z} and {z} =z-]z].

For any finite set ., we denote by #.# the cardinality of .. For any probabilistic
variable &, we denote by E the expected value of &.

Acknowledgment. The research of the second author has been supported by RFFI
Project No. 08-01-00182.

2 Large Discrepancy — Main Results

The work on large discrepancy problems can best be summarized by the following
ground-breaking result of Beck [4]. Consider the k-dimensional euclidean space R¥.
We take as our domain U the unit cube [0, 1]¥, treated as a torus for simplicity. Let
B C [0,1]* be a compact and convex set that satisfies a technical condition

r(B) > N~k 3)

where r(B) denotes the radius of the largest inscribed ball in B, and N is the cardi-
nality of the point sets & under consideration. While this technical condition does
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not really affect the argument in a serious way, it is nevertheless necessary in order
for us to avoid degenerate cases. Let .7 denote the group of all orthogonal trans-
formations in R¥, normalized so that the total measure is equal to unity. For any
contraction A € [0, 1], orthogonal transformation 7 € 7 and translation x € [0, 1]¥,
we consider the similar copy

B(A,7,x) = A(TB) +x
of B. We then consider the collection
o ={B(A,1,x): 2 €[0,1, 1€ .7,x€[0,1]}

of all similar copies of B, where the integral geometric measure is given by a natural
combination of the standard Lebesgue measures of A and x and the measure of 7.
More precisely, for any set &2 of N points in [0, l]k, we have the L>-norm

1 1/2
= ([, [ [ s expade) @
0,1k /7 Jo
We also have the simpler L™-norm

ID[Z]||l. = sup [D[Z;B(4,7,x)]|. )
A€(0,1]

tcT
x€[0, 1]

The following result is due to Beck [4].

Theorem 1. Suppose that B C [0,1]¥ is a compact and convex set that satisfies the
condition (3). Then for every set 2 of N points in [0,1]%, we have

ID[Z]||2 5 N'/2712, (©)
This leads immediately to the corresponding statement for the L™-norm.

Theorem 2. Suppose that B C [0, l]k is a compact and convex set that satisfies the
condition (3). Then for every set & of N points in [0, l]k, we have

D[]0 5 N7V, ™

The lower bound (6) is essentially best possible, in view of the following result
of Beck and Chen which can be established as a simple case of their more general
result in [6].

Theorem 3. Suppose that B C [0, l]k is a compact and convex set. Then for every
natural number N, there exists a set & of N points in [0, 1]€ such that

ID[2] ||, <5 NY/>71/2K, (8)
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The proof of Theorem 3 is an extension of the original ideas needed to establish
the following result using ideas in Beck [3]; see also Beck and Chen [5, Section
8.1].

Theorem 4. Suppose that B C [0, l]k is a compact and convex set. Then for every
natural number N > 2, there exists a set & of N points in [0, 1]* such that

ID[2] || <8 N2~V (l0g N)!/2. 9)

We shall discuss Beck’s ideas in Section 4 and sketch a proof of the special case
k =2 of Theorem 4. Most important of all, however, the argument gives us a very
good understanding of the exponent in the estimates (6)—(9).

We shall then sketch a proof of the special case k = 2 of Theorem 3 in Section 5.

3 A Seemingly Trivial Argument

We start by making an inadequate attempt to establish the special case k = 2 of
Theorem 4. Such simple and perhaps naive attempts often play an important role in
the study of upper bounds. Remember that we need to find a good set of points, and
we often start by toying with some specific set of points which we hope will be good.
Often it is not, but sometimes it permits us to bring in some stronger techniques at a
later stage of the argument.

For simplicity, let us assume that the number of points is a perfect square, so that
N = M? for some natural number M. We may then choose to split the unit square
[0, 1}2 in the natural way into a union of N = M? little squares of side length M~!,
and then place a point in the centre of each little square, as shown in Figure 1 below.

oo oo |efe|e]e
oo oo |efe|e]e
oo oo |efe|e]e
o o |o|eo e e oo
oo oe|o|efe|e]e

Fig. 1 A basic construction of N = M? points in the unit square

Suppose that A = B(4,7,x), where A € [0,1], T € 7 and x € [0, 1]%, is a similar
copy of a given fixed compact and convex set B. We now attempt to estimate the
discrepancy D[Z;A]. Let . denote the collection of the N = M? little squares S of
side length M~!. The additive property of the discrepancy function then gives

D[2:Al= Y D[Z:SNA] (10)
Ses
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Next, we make the simple observation that

D[Z;SNA]=0 ifSCAorSNA=0.
The identity (10) then becomes

D[Z7:A]= ) D[Z:SNA], (11)
Ses
SNOAZD

where dA denotes the boundary of A. Finally, observe that both 0 < Z[£2;SNA] < 1
and 0 < Nu(SNA) <1, so that [D[Z7;SNA]| < 1, and it follows from (11) and the
triangle inequality that

ID[2;A]| <#{Se€.”:SNIA£0} < M =N"?, (12)

This estimate is almost trivial, but very far from the upper bound N 1/ 4(logN )1/ 2
alluded to in Theorem 4.

We make an important observation here that the term #{S € ./ : SNJA # 0}
in (12) is intricately related to the length of the boundary curve dB of B; note that
the set A is a similar copy of the given compact and convex set B. Indeed, in the
general case of the problem in k-dimensional space, the corresponding term is in-
tricately related to the (k — 1)-dimensional volume of the boundary surface dB of
B. 1t is worthwhile to record the important role played by boundary surface in large
discrepancy problems.

4 A Large Deviation Technique

In this section, we continue our study of the special case k =2 of Theorem 4. Again,
let us assume that the number of points is a perfect square, so that N = M? for some
natural number M. Again, we choose to split the unit square [0, 1]? in the natural
way into a union of N = M? little squares of side length M~!. As before, let .7
denote the collection of the N = M? little squares S of side length M.

For every little square S € ., instead of placing a point in the centre of the
square, we now associate a random point pg € S, uniformly distributed within the
little square S and independent of all the other random points in the other little
squares. We thus obtain a random point set

P ={ps:Se.s}. (13)
Suppose that a fixed compact and convex set B C [0, 1]2 is given. Let

g:{B(ﬂ,,r,x):le [O,Lﬂ,reﬂxe[o,l]z}.
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Note that the collection ¢ contains the collection <7 and permits some similar copies
of B which are a little bigger than B. Then one can find a subset .7 of ¢ such that

#4 < NO,

where Cj is a positive constant depending at most on B, and such that for every
A € o/, there exist A~,A™ € J# such that

ATCACA" and pu(AT\A7)<N L (14)

We comment that such a set 7# may not exist if we make the restriction 5 C o7
instead of the more generous restriction 7 C ¢.

Suppose that A € 7 is fixed. Then, analogous to the discrepancy function (10),
we now consider the discrepancy function

D[Z;Al= Y D[Z:SnAl= Y D[Z:SNA] (15)
Ses Ses
SNIAF#D

and note as before that
#{Sec.?:SNIA£0} <M =N"?. (16)

For every S € .77, let
oo { LIPS €A
5= 0, otherwise.

The observation

D[Z:A]= Y (¢s—E¢s)= Y (¢5—Egs) (17)
Se.s Se.
SNJAH0

sets us up to appeal to large deviation type inequalities in probability theory. For
instance, we can use the following result attributed to Hoeffding; see, for instance,
Pollard [31, Appendix B].

Lemma 1. Suppose that ¢1,...,9,, are independent random variables that satisfy
0< ¢; <1 foreveryi=1,...,m. Then for every real number y > 0, we have

Prob (

In view of (17), we now apply Lemma 1 with

m

Y (¢ —E¢;)

i=1

> y) < 22 /m,

m=#{Se.”:SNIA#0} <C,N'/2,

where C; is a positive constant depending at most on the given set B, and with
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— C:NY4(log N)1/2
Y=0C3 (logN) /=,
where Cj is a sufficiently large positive constant. Indeed,

s 3
— logN,
m C 8

and it follows therefore that
2e-2Pim < Ly-ci o Ly
3 2( )~

provided that Cs is chosen sufficiently large in terms of C; and C;. Then
Prob (|D[37;A]| > C3N1/4(logN)l/2) < %(#%)*‘
and so
Prob (|D[3” A]| > C3N'/*(1ogN)'/? for some A € %”) %
whence

Prob (|D[§7‘;A}| < C3N4(logN)/2 for all A € %ﬂ) >

N —

In other words, there exists a set 22* of N = M points in [0, 1]? such that
ID[27*;A]| < C3N'*(10gN)'/?  forevery A € A

Suppose now that A € &7 is given. Then there exist A~,A" € J# such that (14)
is satisfied. It is not difficult to show that
ID[2*:A]| < max {|D[Z7*:A7]|,ID[Z":A%)|} + Nu(A*\ A7)
< GsNY*(logN)' /2 + 1.
Theorem 4 for k = 2 in the special case when N = M? is therefore established.

Finally, we can easily lift the restriction that N is a perfect square. By Lagrange’s
theorem, every positive integer N can be written as a sum

N =M} +M3+M;+M3;

of the squares of four non-negative integers. We can therefore superimpose up to
four point distributions in [0, 1]2 where the number of points in each is a perfect
square. This completes the proof of Theorem 4 for k = 2.
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5 An Averaging Argument

In this section, we indicate how the argument in the previous section can be adapted
to establish Theorem 3 in the case k = 2.

We construct the random point set &2, given by (13), as before. Suppose that a
fixed compact and convex set B C [0, 1]% is given. Let A € . be fixed. Then (15),
(16) and (17) are valid. If we write g = ¢s — E¢s, then

IDIZ;AIP = Y, ns,7s,
S1,8€
S1NIAL£D
SHNIAL£D

Taking expectation over all the N = M? random points, we have

E(ID[Z:4]7) = ¥ E(s7s,). (18)
§1,5€
SllﬂsA;ﬁ@
SHNIAHD

The random variables ng, where S € ., are independent since the distribution of
the random points are independent of each other. If S| # S», then

E (15,7s,) = E (115, E(ns,) = 0.

It follows that the only non-zero contributions to the sum (18) come from those
terms where S| = S5, so that

E (\D[?}?;A]P) <#{Se.7:SNIA#0} <5 N2

Integrating now over all A € 7 and changing the order of integration, we obtain
E (/ﬂ |D[§T;A]2dA> <pN'2.
It follows that there exists a set 2* of N = M? points in [0, 1] such that
| Iz alPa <an'2,

establishing Theorem 3 for k = 2 in the special case when N = M?>.

The generalization to all positive integers N follow from Lagrange’s theorem as
before, and this completes the proof of Theorem 3 for k = 2.

We remark that the argument in Sections 3—5 can be extended in a reasonably
straightforward manner to arbitrary dimensions k > 2. Also the argument in this
section on Theorem 3 can be extended to L?-norms for all even positive integers ¢,
and hence all positive real numbers g, without too many complications.



10 William Chen and Maxim Skriganov

6 A Comparison of Deterministic and Probabilistic Techniques

In this section, we make a digression and use Fourier transform techniques to try
to understand and relate various approaches to upper bounds in large discrepancy
problems.

Consider the unit cube U = [0, 1]]‘, treated as a torus, in euclidean space R,
Suppose that a natural number N is given, and that N = M* for some natural number
M. We shall partition U into a union of N = M* cubes of sidelength M~ in the
natural way, and denote by . the collection of these small cubes. For every cube
S € .7, we denote by pg the point in the centre of S. Then

P ={ps:S€.7} (19)

is a collection of N = M* points in U = [0, 1],
Let v be a probabilistic measure on U. For every cube S € .7, let vs denote the
translation of v by pg, so that

[ rwavs= [ su—psjav

for any integrable function f. Furthermore, let €s denote the probabilistic variable
associated with the probabilistic measure vs. Then

P ={E:Se. S}

is a random set of N = M* points in U = [0, 1]¥.
Let A denote a compact and convex set in U = [0, 1]*. For every x € [0, 1], let
A(x) = A+ x denote the translation of A by x. Now consider the average

DX(N;A) = /U /U ( /0,1]" |D@A(x)]2dx) IT dvs. (20)

[ Se.”

In other words, for every realization of 2, we consider the mean square average
of the discrepancy function over all translations of A. We then average over all the
different realizations of ﬁ with the understanding that the probabilistic measures
vs, where S € .7, are independent.

We can describe D2 (N;A) rather precisely in terms of the Fourier transforms of
the measure v and of the characteristic function y4 of the set A.

Proposition 1. For any natural number N = M*, any compact and convex set A in
U = [0, 1]¥ and any probabilistic measure v on U, we have

Dy(N;A) =N Y [P0 -[VOP)+N Y M) vMyP. @)
0A4tcZk 0A4tcZk
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Before we proceed to establish this proposition, we shall first of all endeavour to
understand the significance of the each of the two terms on the right hand side of
(21).

Suppose first of all that v is the Dirac measure & concentrated at the origin. Then
the Fourier transform V(t) = 1 identically, so the first term on the right hand side of
the identity (21) vanishes, and we have

D5 (N;A)=N* Y [xa(Mt)P. (22)
0A£tcZk

On the other hand, note that under this measure &, the only realization of the ran-

dom set 7 is the set 2 given by (19). This represents a deterministic model.
Suppose next that v is the uniform measure A supported by the cube

1 1 7*

so that dA = A (u) du, where

A(w) =Ny a1 ok ()

denotes the characteristic function of the cube (23), suitably normalized. It is well
known that for every t = (t1,...,t;) € Z, the Fourier transform

fI .

n(zM~ lt,)

with suitable modification when #; = 0 for some i = 1,...,k. Since X(Mt) =0 for
every non-zero t € Z¥, the second term on the right hand side of the identity (21)
vanishes, and we have

Di(N:A)=N Y [a®P(1— A1)
0A4tcZk

On the other hand, note that under this uniform measure A, each of the probabilistic
variables &g, where S € .7, represents a random point uniformly distributed within
the cube S. This represents a probabilistic model the special case k = 2 of which has
been described earlier in Sections 4-5.

In summary, the two terms on the right hand side of the identity (21) may be
interpreted as respectively the probabilistic and the deterministic part of the quantity
D2 (N;A).

Proof of Proposition 1. Applying Parseval’s identity to the inner integral in (20),
we obtain
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D(N;A) = / /Zm Y eft-&) Hdvs

OaéteZk Xes Ses
= Y I |2/ / e(t-&x)e(—t-&y) [ dvs
0A4teZk Uxyes Se.s
= ¥ moP ¥ [ [ elt-Ee—t-&) [T avs
0AtcZk xyes/U v Se

= i | N+ t- Lt &) dved o
O#ZGkam py [ [ ett-&oe-t-&navean | o
X#Y

For X # Y, we clearly have

//6(':'6)() —t- éy dVXdVY—// éx Px ) ( t~(§y7py))dVdV
UJU
= e(—t-po)e(t-py) [ elt-E)av [ e(~t-Er)dv = [V(OPe(~t-pr)e(t-pr),

and so
xyz‘e’y/l//lfe(t.gX)e(_t.é/)dVXdVY:/\;(t)|zx7éye(_t.px)e(t.py)
X4Y XAY
= WW( )3 e(—t~px>e<t-py>—N)
Xyes
2
=VOP (| Y etpx) —N|. (25)
Xes

The identity (21) follows easily on combining (24), (25) and the orthogonality rela-
tionship

Z e(t~px) =

Xy 0, otherwise.

{N, if t e MZF,

This completes the proof. O

In the special cases when N = M* and when we have sufficient knowledge on the
Fourier transform of the characteristic function of the given compact and convex set
B, we expect to be able to establish the inequality (8) in Theorem 3 for the set &?
given by (19). This will give a deterministic proof of Theorem 3, an alternative to
the probabilistic proof briefly described in Sections 4-5. However, there is virtually
no documentation of results of this kind in the literature, apart from the special case
when N = M? is odd and the set B is a cube, described in Chen [12, Section 3].
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Nevertheless, the question arises as to whether a deterministic technique or a
probabilistic technique gives a better upper bound. Much of the description in
this section arises as a consequence of work done in this direction by Chen and
Travaglini [16] for the case when B is a ball of fixed radius, so there is no contrac-
tion. Note also that since B is a ball, orthogonal transformation is redundant. Hence
there is only translation.

Returning to the beginning of this section, we let A denote a ball in U = [0, 1]¥,
of fixed radius not exceeding % We shall consider translations A(x) = A +x of A,
where x € [0, 1]¥. We have the following surprising result.

Proposition 2. Suppose that k # 1 mod 4.

a) Ifk is sufficiently large, then the inequality Dy (M*;A) < Ds, (M*;A) holds for all
sufficiently large natural numbers M.

b) For k =2 and ball A of radius }, the inequality D, (M*;A) < Dy (MX;A) holds
for all sufficiently large natural numbers M.

Suppose that k = 1 mod 4.

c) If k is sufficiently large, then the inequality D; (M*;A) < Ds, (M*;A) holds for
infinitely many natural numbers M.

d) The inequality Dy, (M*;A) < Dy (M*;A) holds for infinitely many natural num-
bers M.

e) Fork =1, the inequality Dg, (M*;A) < Dy (M*;A) holds for every natural number
M.

The case k # 1 mod 4 is the standard case, whereas the case k = 1 mod 4 is the
exceptional case. This exceptional case is intimately related to the work of Konya-
gin, Skriganov and Sobolev [27] concerning the peculiar distribution of lattice points
with respect to balls in these dimensions. We shall give a very brief description of
the underlying ideas.

It is fairly straightforward to show that for every fixed dimension k, we have

D2 () < Th/2 332 =1 k=1
A s

= 2r(1+4/2) (26)

if M is sufficiently large, where r denotes the radius of the ball A.

To study the term D%O (M*;A), we make use of the identity (22). Suppose that

A is a ball of radius r centred at the origin. Then the Fourier transform ¥4 can be
described in terms of Bessel functions. Roughly speaking, we can write

Dy (M5A) =M* Y KT, rrM), (27)
0A£tcZk

where the Bessel function term J} /2(27trM [t|) is dominated by

1 k+1
cos® ( 2mrM|t| — (k+ 1)z .
T2rM|t| 4
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Suppose that k Z 1 mod 4. Then elementary calculation gives

2 B (k+1)m 2 7 (k+ 1w 1
max{cos (27rrM 1 ,cos” | 4wrM T > 100’

for instance, ensuring a significant contribution to the sum in (27) from those t
satisfying [t| = 1 or from those t satisfying |t| = 2, sufficient for us to show that

k=1 k=1
D} (MMA) > . 28
& (M54 2 500027 @8
For sufficiently large k, one has
ﬂk/2k3/2 k

< .
2L (1+k/2) ~ 1000722

Combining this with (26) and (28) gives part (a) of Proposition 2.
Suppose that k = 1 mod 4. Then the Bessel function term J,f/z(anM|t|) in (27)
is dominated by

1
C082 (27WM|I:| + g) = m Sln2(27[rM|t|)

1
T2rM|t|
For many values of M, the terms sin®(277M|t|) can be simultaneously small for all
small [t|, making Dg, (M*;A) unusually small. This goes towards explaining parts
(c) and (d) of Proposition 2.

7 Small Discrepancy — The Classical Problem

To illustrate the work on small discrepancy problems, we shall consider the pioneer-
ing work of Roth [33] on the classical problem in connection with aligned rectan-
gular boxes in the unit cube. Consider the k-dimensional euclidean space R¥. We
take as our domain U the unit cube [0, 1], For every x = (x1,...,x;) € [0, 1], we
consider the aligned rectangular box

B(x) = [0,x1) % ... x [0,x5),

anchored at the origin. Here the condition that the intervals do not include the right
hand endpoints is unimportant but a very convenient technical device. On the other
hand, the assumption that all such boxes are anchored at the origin is purely histor-
ical, but is necessary if one wants to have a deeper understanding of the problem.
We then consider the collection

o ={B(x):xe0,1]%}
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of all such aligned rectangular boxes in U, where the integral geometric measure
is given by the natural Lebesgue measure of x. More precisely, for any set & of N
points in [0, 1], we have the L?>-norm

1/2
i)l = ([ Ipl7isPax) 9

)

We also have the simpler L”-norm

ID[Z]]|e = sup |D[Z:B(x)]|. (30)
x€[0,1]¥

The following result is due to Roth [33].

Theorem 5. For every set & of N points in [0, 1], we have
ID[Z2] ]2 >+ (logN)*~ D72, (31)
This leads immediately to the corresponding statement for the /*-norm.

Theorem 6. For every set & of N points in [0, 1]¥, we have
ID[) ]l >k (logN)*~ D72, (32)

It is well known that Theorem 6 is not sharp. In dimension k = 2, Schmidt [36]
has shown that for every set & of N points in [0, 1]?, we have

|ID[Z]]]e > logN. (33)

An alternative proof of this can be found in Haldsz [22]. On the other hand, the
recent work of Bilyk and Lacey [8] and of Bilyk, Lacey and Vagharshakyan [9] has
shown that for every dimension k > 3, there exists a positive constant 8 (k) such that
for every set Z of N points in [0, 1]¥, we have

ID[2] ]| > (logN)*~1/2H0(), (34)

See elsewhere in this volume for a detailed discussion of this question.
The lower bound (31) is essentially best possible, in view of the following result
of Roth [35].

Theorem 7. For every natural number N > 2, there exists a set & of N points in
[0, 1% such that

ID[2]|l> < (logN)*~ 172, (35)

The special cases k =2 and k = 3 have been established earlier by Davenport [19]
and Roth [34] respectively.

The first proof of Theorem 7 is based on a probabilistic variant of the idea first
used to establish the following result of Halton [23].
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Theorem 8. For every natural number N > 2, there exists a set & of N points in
[0, 1% such that
ID[2] | < (logN). (36)

The special case k = 2 has been known for over 100 years through the work of
Lerch [28].

Note that in dimension k = 2, Theorem 8 shows that Schmidt’s lower bound (33)
is best possible. In dimensions k > 3, there remains a significant gap between the
lower bound (34) and the upper bound (36). This is sometimes referred to as the
Great Open Problem.

8 Diophantine Approximation and Davenport Reflection

We begin by making a fatally flawed attempt to establish! the special case k = 2 of
Theorem 8.

Again, for simplicity, let us assume that the number of points is a perfect square,
so that N = M? for some natural number M. We may then choose to split the unit
square [0, 1]? in the natural way into a union of N = M? little squares of sidelength
M, and then place a point in the centre of each little square. Let & be the collec-
tion of these N = M? points.

Let & be the second coordinate of one of the points of &2. Clearly, there are
precisely M points in & sharing this second coordinate. Consider the discrepancy

D[Z;B(1,x3)] (37)

of the rectangle B(1,x2) = [0,1) X [0,x2). As x; increases from just less than & to
just more than &, the value of (37) increases by M. It follows immediately that

1
1D > SM > N'/2.

Let us make a digression to the work of Hardy and Littlewood [24, 25] on the
distribution of lattice points in a right angled triangle. Consider a large right angled
triangle T with two sides parallel to the coordinate axes. We are interested in the
number of points of the lattice Z? that lie in 7. For simplicity, the triangle T is
placed so that the horizontal side is precisely halfway between two neighbouring
rows of Z2 and the vertical side is precisely halfway between two neighbouring
columns of Z2, as shown in Figure 2.

Note that the lattice Z* has precisely one point per unit area, so we can think of
the area of T as the expected number of lattice points in 7. We therefore wish to
understand the difference between the number of lattice points in 7 and the area of

! Tt was put to the first author by a rather preposterous engineering colleague many years ago that
this could be achieved easily by a square lattice in the obvious way. Not quite the case, as an
obvious way would be far from so to this colleague.
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Fig. 2 Lattice points in a right angled triangle

T, and this is the discrepancy of Z2 in T'. The careful placement of the horizontal and
vertical sides of 7' means that the discrepancy comes solely from the third side of
T. In the work of Hardy and Littlewood, it is shown that the size of the discrepancy
when T is large is intimately related to the arithmetic properties of the slope of this
third side of T'. In particular, the discrepancy is essentially smallest when this slope
is a badly approximable number?.

Returning to our attempt to establish the special case k =2 of Theorem 8, perhaps
our approach is not quite fatally flawed as we have thought earlier, in view of our
knowledge of the work of Hardy and Littlewood. Suppose that a positive integer
N > 2 is given. The lattice

(N~'/27)? (38)

contains precisely N points per unit area. Inspired by Hardy and Littlewood, we now
rotate (38) by an angle 0, chosen so that tan 0 is a badly approximable number. Let
us denote the resulting lattice by A. Then A N[0, 1] has roughly N points. Deleting
or adding a few points, we end up with a set & of precisely N points in [0, 1]2. It
can then be shown that ||[D[Z]|l. < logN, establishing Theorem 8 for k = 2. For
the details, see the paper of Chen and Travaglini [15].

Indeed, this approach has been known for some time, as Beck and Chen [7] have
already used this idea earlier in an alternative proof of Theorem 7 for k = 2. In fact,
the first proof of this result by Davenport [19] makes essential use of diophantine
approximation and badly approximable numbers, but in a slightly different and less
obvious way. We now proceed to describe this.

Recall that U = [0, 1]? in this case. For the sake of convenience, we shall assume
that the intervals are closed on the left and open on the right. We are also going to
rescale U. Suppose first of all that N is a given even positive integer, with N = 2M.
We now rescale U in the vertical direction by a factor M to obtain

V=[0,1) x [0,M).
Consider now the infinite lattice A; on R? generated by the two vectors

(1,0) and (6,1),

2 For those readers not familiar with the theory of diophantine approximation, just take any
quadratic irrational like V2 or /3.
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where the arithmetic properties of the non-zero number 8 will be described later. It
is not difficult to see that the set

21=AMNV={{6n},n):n=0,1,2,.... M—1}

contains precisely M points. We now wish to study the discrepancy properties of the
set 2 in V. For every aligned rectangle

B(xl,y) = [0,)61) X [an) cv,
we consider the discrepancy
E[21;B(x1,y)] =#(21NB(x1,y)) —x1y, (39)

noting that the area of B(xi,y) is equal to x;y, and that there is an average of one
point of 2; per unit area in V. Suppose first of all that y is an integer satisfying
0 <y < M. Then we can write

E[21:B(x1,y)] = Y, (y(6n—x1)—y(6n)),

0<n<y

for all but finitely many x; satisfying 0 < x; < 1, where y(z) =z —[z] — 1 for every
z € R. If we relax the condition that y is an integer, then for every real number y
satisfying 0 <y < M, we have the approximation

E[2::B(x1,y)] = Y, (w(6n—x1)—y(6n))+0(1)

0<n<y

for all but finitely many x; satisfying 0 < x; < 1. For simplicity, let us write

E[2::B(x1,y)]~ ), (w(0n—x1)—y(6n)).

0<n<y

The sawtooth function y(z) is periodic, so it is natural to use its Fourier series, and
we obtain the estimate

E[21:B(x1,y)]~ Y, (W) < Y e(6nm)>. (40)

0£meZ 0<n<y

Ideally we would like to square the expression (40) and integrate with respect to the
variable x; over [0, 1]. Unfortutnately, the term 1 in the numerator on the right hand
side, arising from the assumption that the rectangles we consider are anchored at the
origin, proves to be more than a nuisance.

To overcome this problem, Davenport’s brilliant idea is to introduce a second
lattice A> on R? generated by the two vectors

(1,0) and (—6,1).
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It is not difficult to see that the set
D =mnV ={({-6n},n):n=0,1,2,....M—1}
again contains precisely M points. Then the set
2=21U2, ={({x0n},n):n=0,1,2,... M—1},

where the points are counted with multiplicity, contains precisely 2M points. Thus
analogous to the discrepancy (39), we now consider the discrepancy

F[2;B(x1,y)] = #(2NB(x1,y)) — 2x1,

noting that there is now an average of two points of 2 per unit area in V. The
analogue of the estimate (40) is now

Fl2:Bwmy)~ Y (e(mxl)zmenimxl)> ( y e(@nm)).

0#£meZ 0<n<y

Squaring this and integrating with respect to the variable x| over [0, 1], we have

2

Z e(Onm)

0<n<y

1 il |
| IF2iBe ) Pan < ¥ — @
m=1

To estimate the sum on the right hand side of (41), we need to make some as-
sumptions on the arithmetic properties of the number 6. We shall assume that 8 is
a badly approximable number, so that there is a constant ¢ = ¢(0), depending only
on 60, such that the inequality

m|mO| >c¢ >0 (42)

holds for every natural number m € N, where |z|| denotes the distance of z to the
nearest integer.

Lemma 2. Suppose that the real number 0 is badly approximable. Then

2
|
Y 1| Y e(6nm)| <qlog(2y). (43)
mzl’n 0<n<y
Proof. It is well known that
Y. ¢(6nm)| < min{y,|m6] ™'},
0<n<y

so that
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2
«<Y2? Y min{y? |m6] 2},
h=1

— 2h—1 §m<2h

=

1
S=3 —

m=1

Z e(Onm)

0<n<y

The condition (42) implies that if 2h=1 < 1 < 2" then the inequality
[m6| > c27"

holds. On the other hand, for any pair £, p € N, there are at most two values of m
satisfying 2"~1 < m < 2 and

pe2 " < |mb|| < (p+1)c27",

for otherwise the difference (m; —my) of two of them would contradict (42). Tt
follows that

S < i i min{272hy27p72}

h=1p=1
= Z Zmin{2*2hy2,p72}—|— Z Zmin{2*2hy2,p’2}
2h<yp=1 2>y p=1
< Z Zp_2+ Z <2—2hy22hy—1_|_ Z p—2>
2h<yp=1 2h>y p>2hy=1

< Y 1+ Y 27"y <«log(2y).

2h <y 2h> y
This completes the proof. O

Combining (41) and (43) and then integrating with respect to the variable y over
[0,M], we have

M 1
| [ 1FL2:B )P dy < Miog(20)

Rescaling in the vertical direction by a factor M~!, we see that the set
2 ={({£6n},nM~"):n=0,1,2,... M—1}

of N = 2M points in [0, 1)? satisfies the conclusion of Theorem 7 for k = 2.
Finally, if NV is a given odd number, then we can repeat the argument above with
2M = N + 1 points. Removing one of the points causes an error of at most 1.
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9 Roth’s Probabilistic Technique — A Preview

In this section, we describe an ingenious variation of Davenport’s argument by
Roth [34]. This is a nice preview of his powerful probabilistic technique, which
we shall describe in Section 11, and which has been generalized in many different
ways and applied in many different situations by many other colleagues.

Let us return to the lattice A; on R? generated by the two vectors (1,0) and (6, 1).
For any real number ¢ € R, we consider the translated lattice

t(1,0)+A; ={t(1,0)+v:ve A}
In particular, we are interested in the set
2:t)=01,0)+A)NV ={{t+06n},n):n=0,1,2,.... M—1}

which clearly contains precisely M points. Thus analogous to the discrepancy (39),
we now consider the discrepancy

E[2:1(1); B(x1,y)] = #(2:1(t) N B(x1,y)) —x1,

noting that there is now an average of one point of 2;(¢) per unit area in V. The
analogue of the estimate (40) is now

E[2i(1);B(x1,y)] =~ ), (W) ( Y e(6nm)> e(tm).

0#£meZ 0<n<y

Squaring this and integrating with respect to the new variable 7 over [0, 1], we have

2

Z e(Onm)

0<n<y

1 =1
| BB Pa < ¥ (44)

m=1

Furthermore, if 6 is a badly approximable number as in the last section, then
integrating (44) trivially with respect to the variable x; over [0, 1] and with respect
to the variable y over [0, M], we have

1 Ml
/0 /O /0 E[21(): B(x1,)][2 dx1 dyde < Mlog(2M).
It follows that there exists ¢* € [0, 1] such that the set 2, (*) satisfies
Ml 5
| [ 1EL2i0):Bl )P dy <o Mlog(201).

Rescaling in the vertical direction by a factor M~!, we see that the set

Py ={({r'+6n},nM 1) :n=0,1,2,... M—1}
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of N = M points in [0, 1)? satisfies the requirements of Theorem 7 for k = 2.

10 Van der Corput Point Sets

In this section, we begin our discussion of those point sets which have been explored
in great depth through our study of Theorems 7 and 8.

Our first step is to construct the simplest point sets which will allow us to estab-
lish Theorem 8 in the case k = 2.

The construction is based on the famous van der Corput sequence co,ci,c3, .. -
defined as follows. For every non-negative integer n € Ny, we write

n=Y aj2’"! (45)
j=1
as a dyadic expansion. Then we write
=Y aj27’. (46)
j=1

Note that ¢, € [0,1). Note also that only finitely many digits a;,a,a3,... are non-
zero, so that the sums in (45) and (46) have only finitely many non-zero terms. For
simplicity, we sometimes write

n=...azaxa; and c¢,=0.a1apa3...
in terms of the digits a;,a», a3, ... of n. The infinite set
2={(cy,n):n=0,1,2,...} 47)

in [0,1) x [0,0) is known as the van der Corput point set.
The following is the most crucial property of the van der Corput point set.

Lemma 3. For all non-negative integers s and € such that £ < 2° holds, the set
{neNyg:c,e[27%,(+1)27%)}
contains precisely all the elements of a residue class modulo 2° in Ny.

Proof. There exist unique integers by,by,bs,... such that 275 = 0.b1byb3. .. b;.
Clearly ¢, =0.ajaza3... € [£27°,(£+1)27*) precisely when 0.ajazas . ..a; = £27°,
in other words, precisely when a; = b; for every j =1,...,s. The value of a; for
any j > sisirrelevant. 0O

We say that an interval of the form [£27%,(£+1)27%) C [0, 1) for some integer ¢
is an elementary dyadic interval of length 27°. Hence Lemma 3 says that the van der
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Corput sequence has very good distribution among such elementary dyadic intervals
for all non-negative integer values of s.

Lemma 4. For all non-negative integers s, { and m such that £ < 2° holds, the rect-
angle
[027°,(£+1)27%) x [m2°, (m+1)2%)

contains precisely one point of the van der Corput point set 2.
It is clear that there is an average of one point of the van der Corput point set 2
per unit area in [0, 1) x [0,00). For any measurable set A in [0, 1) x [0, ), let
E[2:A] =#(2NA)—u(A)
denote the discrepancy of 2 in A.
Let y(z) =z— [¢] — § forevery z € R.

Lemma 5. For all non-negative integers s and ¢ such that { < 2° holds, there exist
real numbers o4, By, depending at most on s and £, such that |of| < % and

E[2:027°,(+1)27°) x [0,y)] = a0 = w(27* (y — Bo)) (48)

at all points of continuity of the right hand side.

Proof. In view of Lemma 3, the second coordinates of the points of 2 in the region
[02795,(£+1)27%) x [0,e0) fall precisely into a residue class modulo 2°. Let ny be
the smallest of these second coordinates. Then 0 < ny < 2°. We now study

E[2;[027°,(+1)27%) x [0,y)]

as a function of y. For simplicity, denote it by f(y), say. Clearly f(0) = E[2;0] =0.
On the other hand, note that

p(fe2=, (6+1)27°) x[0,y)) =27y

increases with y at the rate 275, so that f(y) decreases with y at the rate 27, except
when y coincides with the second coordinate of one of the points of the set 2 in
the region [£275, (¢4 1)27F) x [0,0), in which case f(y) jumps up by 1. The first
instance of this jump occurs when y = ng. See Figure 3.

1)

I

1;0 nojFZS
Fig. 3 The sawtooth function E[2;[(27°, (£ +1)27*) x [0,y)]

With suitable o and S, the right hand side of (48) fits all the requirements. O
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We can now prove Theorem 8 for k = 2. Let N > 2 be a given integer. It follows
immediately from the definition of 2 that the set

2o=2n([0,1) x [0,N))
contains precisely N points. Let the integer & be determined uniquely by
21« N <2k, (49)
Consider a rectangle of the form
B(x1,y) =[0,x1) x [0,y) € [0,1) x [O,N).
Let xgo) =0. Forevery s = 1,...,h, let xgs) = 27%[2°x;] denote the greatest integer

multiple of 27 not exceeding x;. Then we can write [0,x|) as a union of disjoint
intervals in the form

h
0,x1) = [ e u RS,

It follows that
E[20;[0,x1) x [0,)] = E[2;[0,x1) x [0,y)]

h
—E[2; " x) x [0,0)]+ Y E[2: )y x0,0)]. (50)

s=1
Clearly [x(lh) ,x1) % [0,y) C [xgh) ,xgh) +27) % [0,2"), and the latter rectangle has area
1 and is of the type under discussion in Lemma 4, hence contains precisely one point
of 2. It follows that
#20 (" x) x[0,9) <1 and  pu([x”,x1) x [0,y)) <1,

and we have the bound

E[2; 1" ) x 0] < 1. (1)
On the other hand, for every s = 1,...,k, the rectangle

1) (s
Y ad) x [0,)

either is empty, in which case we have E[2; [x&sil) ,x@) x [0,y)] = O trivially, or is

of the type under discussion in Lemma 5, and we have the bound

E[2; [ x [0,9))] < 1. (52)
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Note that (52) still holds in the empty case. Combining (49)—(52), we arrive at an
upper bound
|E[20;[0,x1) x [0,y)]| <14+ h < logN. (53)

For comparison later in Section 14, let us summarize what we have done. We

are approximating the interval [0,x;) by a subinterval [O,x(lh)), and consequently

approximating the rectangle B(x;,y) by a smaller rectangle B(xgh) ,¥). Then we show

that the difference B(x1,y) \B(xgh),y) is contained in one of the rectangles under
discussion in Lemma 4, and inequality (51) is the observation that

|E[2;B(x1,y)] — E[2:B(x\" 3] < 1.

To estimate E [Q;B(x(lh) ,¥)], we note that the interval [O,x(lh)) is a union of at most
h disjoint elementary dyadic intervals. More precisely, if we write

n h
A=y b2
s=1

(h)

as a dyadic expansion, then [0,x;"’) can be written as a union of

h
Y by <h
s=1

elementary dyadic intervals, namely b; elementary dyadic intervals of length 27!,
together with b, elementary dyadic intervals of length 272, and so on. It follows that
B(xgh), ) is a disjoint union of at most % rectangles discussed in Lemma 5, each of
which satisfies inequality (52).

Finally, rescaling the second coordinate of the points of 2y by a factor N~!, we

obtain a set
P ={(cp,N"'n):n=0,1,2,... . N—1} (54)

of precisely N points in [0, 1)2. For every x = (x1,x3) € [0, 1], we have
D[Z;,B(x)] = E[20;]0,x1) X [0,Nx;)] < logN,

in view of (53) and noting that 0 < Nx, < N. This now completes the proof of
Theorem 8 for k = 2.

11 Roth’s Probabilistic Technique

We now attempt to extend the ideas in the last section to obtain a proof of Theorem 7
for k =2.
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Let us first of all consider the special case when N = 2" Then the set (54) used
to establish Theorem 8 for £ = 2 becomes

22" = {(cp,27"n):n=0,1,2,....2" — 1}
= {(0.q1a2a3...an,0.ay...a3a0a1) : ay,...,a, € {0,1}}, (55)

in terms of binary digits. We have the following unhelpful result® of Halton and
Zaremba [26].

Proposition 3. For every positive integer h, we have
/[ . ID[2(2"): B(x)]|? dx = 2~ + O(h). (56)
0,1

Clearly the order of magnitude is (logN)2, and not log N as we would have liked.
Hence any unmodified van der Corput point set is not sufficient to establish our
desired result. To understand the problem, we return to our discussion in the last
section. Assume that N = 2". Consider a rectangle of the form

B(x1,y) = [0,x1) x [0,) € [0,1) x [0,2").

For simplicity, let us assume that x; is an integer multiple of 2", so that x; = xgh)

and (50) simplifies to

h
D[#;B(x1,27"y)] = E[25:[0,x1) g Yy x [0,y)],

where the * in the summation sign denotes that the sum includes only those terms
where x* "V £ x{ Note that when x\* ") £ x\¥), we have

D ) = (27, (e 1)27%)

for some integer ¢, so it follows from Lemma 5 that
h
D[Z:B(x1,27"y)] Z (= Bs))), (57)

where, for each s = 1,..., h, the real numbers @ and f3; satisfy |o| < % If we square
the expression (57), then the right hand side becomes

h h
L X (o =y @ (=B o~y @ = fo).

Expanding the summand, this gives rise eventually to a constant term

3 In their paper, Halton and Zaremba have an exact expression for the integral under study.
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h h
* *
Z Z Olyr Olgrr
s'=1 s"=1

which ultimately leads to the term 27542 in (56).

Note that this constant term arises from our assumption that all the aligned rect-
angles under consideration are anchored at the origin, and recall that Roth’s attempt
to overcome this handicap, discussed in Section 9, involves the introduction of a
translation variable 7. So let us attempt to describe Roth’s incorporation of this idea
of a translation variable into the argument here.

To pave the way for a smooth introduction of a probabilistic variable, we shall
modify the van der Corput point set somewhat. Let N > 2 be a given integer, and let
the integer i be determined uniquely by

21 < N <2 (58)

For every n =0,1,2,...,2" — 1, we define ¢, as before by (45) and (46). We then
extend the definition of ¢, to all other integers using periodicity by writing

Cppoh =Cy foreveryn €Z,
and consider the extended van der Corput point set
2, ={(cpyn) :nel}.

Furthermore, for every real number ¢ € R, we consider the translated van der Corput
point set
2i(t) =A{(cn,n+1) :neZ}.

It is clear that there is an average of one point of the translated van der Corput
point set 2, (¢) per unit area in [0, 1) X (—oo, ). For any measurable set A in [0, 1) x
(—o0,00), we now let

E[2(1):A] = #(24() NA) — 1 (4)

denote the discrepancy of 2, (¢) in A.
Consider a rectangle of the form

B(xlay) = [val) X [Ovy) c [07 l) X [OvN)

As before, let x<10> =0.Foreverys=1,...,h,let xgs) = 27%[2%x] denote the greatest
integer multiple of 27° not exceeding x1. Then, analogous to (51), we have the trivial
bound

E[24(0); [ x1) x [0,9)]] < 1, (59)

so we shall henceforth assume that x; = xgh), so that
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h
1
EL20):Btn )] = L EL20:l ) x 0.9) (60)
Corresponding to Lemma 5, we can establish the following result without too
much difficulty.

Lemma 6. For all positive real numbers y and all non-negative integers s and { such
that s < h and £ < 2° hold, there exist real numbers By and Y, depending at most on
s, £ and y, such that

E[2y(0);:[027°,(E+1)27°) x [0,y)] = w(27°(t = Bo)) —v(27*(t — 1))
at all points of continuity of the right hand side.

Combining (60) and Lemma 6, we have

||M;.~

E[2;(1);B(x1,y)] Ce=Bs) w2 -n) (61)

for some real numbers f; and ¥; depending at most on x; and y. We shall square this
expression and integrate with respect to the translation variable ¢ over the interval
[0,2"), an interval of length equal to the period of the set 2;,(¢). We therefore need
to study integrals of the form
2/1 / /"
W(zi‘v (t - ﬁs’)) W(27S (t - Bs”)) dr

0

or when either or both of By and B, are replaced by ¥y and ¥, respectively.

Lemma 7. Suppose that the integers s' and s" satisfy 0 < s',s"” < h, and that the real
numbers By and By are fixed. Then

//‘

Azw&4u—&ww@4ﬁ—mw> 0@ =),

Proof. The result is obvious if s’ = s”. Without loss of generality, let us assume that

s’ > 5" Forevery a=0,1,2,...,2* " — 1, in view of periodicity, we have
211 ! "
| Y@ TE=B))y @ (=B de
2]1 / " " 1"
= w27 (+a2" —By))y(2" (t+a2" —Py))di
0
2/1

= | v e+a” =By (= Bur)dr

with the last equality arising from the observation that
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(@ (+a2 —Bo) = wla+2 (1~ Bo) = w2 (1~ Bo)).
It follows that

Dh

2 [y =By (= By))dr
2 2" / I "
= Y | w@+a2 -y - pu)d
a=0
h 2S/7S// 1

= [T e g | ve g
a=0

It is not difficult to see that

23,/73,// 1

Y w@ a2’ — ) = v (- By) (62)

a=0

at all points of continuity, as shown in Figure 4.

Fig. 4 An illustration of the summation (62)

We therefore conclude that
J " 2h ! 1"
2~ /0 W(zis (t —By)) W(27S (t— ﬁs”)) dr
2h " M
- /0 v (1= By))w(27 (t—Py))dt = 0(2h)7

and the desired result follows immediately. 0O

It now follows from (61) and Lemma 7 that

2h h h ! 1"
/0 |E[24(1); B(xi,y)][Pde < Y Y "2 2t (63)

s'=1 s"=1
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noting that the diagonal terms contribute O(2"#), and the contribution from the off-
diagonal terms decays geometrically.

Note that the estimate (63) is independent of the choice of x| and y. We also recall
the trivial estimate (59). It follows that integrating (63) trivially with respect to x|
over the interval [0,1) and with respect to y over the interval [0,N), we conclude
that

/ON/OI/:h |E[24(t); B(x1,)][* dr dxy dy
- /()Zh </0N/o1 |E[24(0);B(x1,y)][* dxy dy) dr < 2"hN.

Hence there exists t* € [0,2") such that

N rl
/0 /0 |E[2,(t"): B(x1,)] > dxy dy < hN. (64)

Finally, we note that the set 2;,(r*)N([0,1) x [0, N)) contains precisely N points.
Rescaling in the vertical direction by a factor N —1 we observe that the set

2" ={(z1,N ') : (z1,22) € Du(t")}

contains precisely N points in [0, 1), and the estimate (64) now translates to

/[ LD BN))P dx < < log .
0,1
in view of (58). This completes the proof of Theorem 7 for k = 2.

We conclude this section by trying to obtain a different interpretation of the effect

of the translation variable ¢. Consider a typical term
-1
E[24(0): 1 17) < [0.9)]

in the sum (60). If xﬁsil) £ xgs), then xgs) cannot be an integer multiple of 2~ 1)
and therefore must be an odd integer multiple of 27*, and so

WY ) = 2 (e € 520, 1)2—“—”)

for some even integer £. One can then show that
E[2,(271);[027%, (€4 1)27) x [0,5)] = E[2p[(£+1)27%, (€ +2)27°) x [0,y)].

This means that instead of translating vertically, as on the left hand side above, one
may shift horizontally, as on the right hand side above. Another way to see this
is to note from Lemma 3 that the interval [¢27* (¢ + 1)27*) is associated with a
residue class Ry modulo 2°, whereas the interval [£27° (£ +42)27%) is associated
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with a residue class R;_; modulo 27!, so the interval [(£+1)275, (£ +2)27%) must
be associated with the residue class R;_; \ Ry modulo 2°. But then R,_ \ R; is clearly
R, translated by 2¢ -1

12 Digit Shifts

In this section, we shall attempt to replace the vertical translation studied in the last
section by horizontal shifts, as pioneered by Chen [11].
Let N > 2 be a given integer, and let the integer / be determined uniquely by

2 < N <2, (65)

For every n=0,1,2,...,2" — 1, we define ¢, as before by (45) and (46). As we are
not translating vertically, there is no need* to extend the definition of ¢, to other
integers as in the last section, and we consider the set®

Dy = {(cp,n):n=0,1,2,....2" 1}
={(0.a1aa3...ap,ay...azazay) : ay,...,a, € {0,1}},

in terms of binary digits. Furthermore, for every t = (11,...,4,) € Z4, where Z, =
{0, 1}, write

C,(lt):0.(611@l‘])(az@tg)(a3@t3)...(ah@th) if ¢,=0.a1ma3...a

in binary notation, where & denotes addition modulo 2, and consider the shifted van
der Corput point set

2 ={(@n)in=0,1,2,....2" =1},

obtained from 2, by a digit shift t.
It is clear that there is an average of one point of the shifted van der Corput point

set ,@}(lt) per unit area in [0, 1) x [0,2"). For any measurable set A in [0, 1) x [0,2"),
we study the discrepancy function

E[2\Y;A] = #(2\Y nA) — u(A).
Consider a rectangle of the form

B(x1,y) =[0,x1) x [0,y) C[0,1) X [0,N).

4 This is not the case if we wish to study Theorem 7 for k > 2.

5 Note that the set 2, here is different from that in the last section. However, since we are working
with rectangles inside [0, 1) x [0,2"), our statements here concerning 2, remain valid for the set
2), defined in the last section.
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Analogous to (59), we have the trivial bound
E[2); [ x0) < 0.p)]] <1, (66)

so we shall henceforth assume that x| = xsh), so that

h
E[2\:B(x1.y Z 7 29) x [0,)]. 67)

We now square this expression and sum it over all digit shifts t € Z’z’. For simplicity
and convenience, let us omit reference to 2, and y, and write

E[20; 17D x9Y < [0,9)] = By, .. 1),
Then we need to study sums of the form

Z Es/ f,.. Su[tl, ,lh].

tezh

Analogous to Lemma 7, we have the following estimate.

Lemma 8. Suppose that the real number y € [0,N) is fixed, and that the integers s'
and s" satisfy 0 < s',s" < h. Then

M

Y Egfti,...tlEgnr,... 1) = 02", (68)

tezh
Proof. First of all, for fixed #1,.. .1, the value of E[t],...,t;] remains the same for
every choice of #.1,...,1;, as these latter variables only shift the digits of ¢, after
the s-th digit, and so

cE,tl"'""t“tS“"""t”) € [xisil) ,x(ls)) if and only if cE, s 0y0) [xisil) ,x(lx)).
’_ / "_ L. .
Next, the case when x\' ) =x\*) orx{" V) = (1 Vi 1s also tr1v1al as the summand is
/

clearly equal to zero, so we shall assume that x1 ;é xl ) and x ;é x ). Now
the case when s’ = 5" is easy, since we have E|ty, ... ,th,xgs D ,xg )] = O(1) trivially.
Without loss of generality, let us assume that s’ > s”. For fixed 1,...,t, in view of
the comment at the beginning of the proof, we have

Egltiy...,ty|Egrlt1, ... 1)

tr g RN ASY /)
_
:2h § Z Esl[tl,...,tsl’()’...,()] ES/I[Z‘I,...,l‘s//,(),...,()].
Bty qsenilyl €7,

We shall show that
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Z Esl[tl,...,l‘sr,o,...,()]

Ty yeenstd €2
(t RSN N/ N/ R ,0,...,0) /_ 4
= X Eer g ) < 0,)
Ll ] 5enes ts/EZ2
(#1505t r,0,...,0) s "
=E[2, 027, (6+1)277) x [0,y)], (69)

where / is an integer and [x(lsl_l),xgs,)) c 27", (£+1)27"). Then

Ey [t17'"’th]Es”[tl,---,l‘h] — 0(2hfs )’

[ NERPRNASY /)
from which it follows that

Z Ey [[1 yeun ,lh}EX// [l], o ,[h] = O(Zh_s,+5,,),

yetn€2p

giving the desired result. To establish (69), simply note that for fixed #1,...,ty, if a
point

then each distinct choice of ¢ty 1, ...,y will shift this point into one of the 25"
distinct intervals of length 2~ that make up the interval [(27%", (£+1)27*"). O

It now follows from (67) and Lemma 8 that

h h
Y E2Y By < Y Y2 < 2t (70)

n I—1 JI—
tez} s'=1 s"=1

noting that the diagonal terms contribute O(2"4), and the contribution from the off-
diagonal terms decays geometrically.

Note that the estimate (70) is independent of the choice of x| and y. We also recall
the trivial estimate (66). It follows that integrating (70) trivially with respect to x|
over the interval [0, 1) and with respect to y over the interval [0,N), we conclude
that

Nt (1) >
/0 /0 Y |E[2,7:B(x1,y)]]” dx; dy

tezh
N o > 0
=X [ B2 B ] Pdndy < 2.
tezh 0 Jo

Hence there exists t* € Zg such that

N rl "
| [ 12 550 P an dy < v, 1)
0 0
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Finally, we note that the set 32}(:*) N ([0,1) x [0,N)) contains precisely N points.
Rescaling in the vertical direction by a factor N~!, we observe that the set

P = {(zl,Nfle) (z1,22) € Q}(:*)}

contains precisely N points in [0, 1), and the estimate (71) now translates to
/ D[ B)]Pdx < h < logN,
0,1]

in view of (65). This completes the proof of Theorem 7 for k = 2.

13 A Fourier—Walsh Approach to van der Corput Sets

In this section, we sketch yet another proof of Theorem 7 for k = 2 by highlighting
the interesting group structure of the van der Corput point set

22" ={(0.a1a2a3...a3,0.ay,...azaza;) : ay,...,a, € {0,1}}.

This is a finite abelian group isomorphic to the group Zg. We shall make use of the
characters of these groups. These are the Walsh functions.

To define the Walsh functions, we first consider binary representation of any
integer £ € Ny, written uniquely in the form

o

=Y a2, (72)

i=1

where the coefficient A;(£) € {0, 1} for every i € N. On the other hand, every real
number y € [0, 1) can be represented in the form

y=Y m(y)2", (73)
i=1

where the coefficient n;(y) € {0,1} for every i € N. This representation is unique
if we agree that the series in (73) is finite for every y = m2™° where s € Ny and
me{0,1,...,25—1}.

For every ¢ € Ny of the form (72), we define the Walsh function wy : [0,1) — R
by writing

 Ai(Oni(y)
we(y) = (=1)=! - (74)

Since (72) is essentially a finite sum, the Walsh function is well defined, and takes
the values £1. It is easy to see that wo(y) = 1 for every y € [0,1). It is well known
that under the inner product
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) = [ ()

the collection of Walsh functions form an orthonormal basis of L[0,1].
For every ¢,k € Ny, we can define ¢ @ k by setting

Ai(£ k) = A;(€) + A;i(k) mod 2
for every i € N. Then it is easy to see that for every y € [0, 1), we have
wiak(y) = we(y)wi(y)- (75)
For every x,y € [0, 1), we can define x @y be setting
Ni(x®y) = ni(x) + ni(y) mod 2
for every i € N. Then it is easy to see that for every £ € Ny, we have
wi(x@y) = we(x)we(y). (76)
We shall be concerned with the characteristic function

[ 1,ify € B(x),
XB(x) (y)= {0, otherwise,

of the aligned rectangle B(x) = [0,x;) x [0,x;), where x = (x,x3). Then we have
the discrepancy function

D[2(2":B(x)]= Y  xpw(p)—2"x1x2. 7)
pe2(2h)

Clearly the characteristic function in question can be written as a product of one-
dimensional characteristic functions in the form

28x)(Y) = Xj0.6)) V1) X[0.1,) (¥2),

where y = (y1,y2). Since the Walsh functions form an orthonormal basis for the
space L? [0,1], we shall use Fourier—Walsh analysis® to study a characteristic func-
tion of the form x| ) (v). We have the Fourier-Walsh series

XomO) ~ Y 2(wely),
=0

where, for every ¢ € Ny, the Fourier—Walsh coefficients are given by

6 Simply imagine that we use Fourier analysis but with the Walsh functions replacing the exponen-
tial functions.
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. X
700 = [ wi)ay

In particular, we have Yo (x) = x for every x € [0, 1).
Instead of using the full Fourier—Walsh series, we shall truncate it and use the

approximation
2h—1
x[Ox Z Xo(x (78)

Note that there exists a unique m € Ny such that m2~h <x< (m+ 1)2*}‘. Then

] 1, if0<y<m2™,
X[((;l) V) =< 2x—m, itm2~" <y < (m+1)27",
0, if (m+1)27"<y<1,

where the quantity

B i (m+1)2
Pxem=2" [ 7 ) dy

m2~h

represents the average value of X[ (y) in the interval [m2~", (m+1)27").
The approximation (78) in turn leads to the approximation

2h 12k
X V) = 2 h 0D 2oy 02) = ¥ Y. BX)WA(Y)
£1=0 {,=0

of the characteristic function Ypy)(y). Here I = (¢1,£2),

70(x) = 26, (x1) Xy (x2)  and - WA(y) = we, (V1) we, (v2)- (79)

Corresponding to this, we approximate the discrepancy function (77) by

D2 (2":Bx) = Y xB 2"x1x,
pc2(2h)
2h_120_1

pe2(2h) 61=01,

2h_12h 1

=YY | X wp|ax,
0=0£6,=0 \ pcop(2h)
(€1,62)#(0,0)

noting that
Y Wolp)=#2(2") = (80)
pe2(2h)

It is well known in the theory of abelian groups that the sum
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Y Wi(p)€{0,2"}; 1)

pe(2h)

see, for instance, [29, Chapters 5 and 9] or [30, Chapter 5]. We therefore need to
have some understanding on the set

L(h)=4{1€[0,2")x[0,2"):1£0and ). W(p)=2"
pe2(2h)

Then
D[ (2");B(x)]=2" ¥ n(x (82)
1€L(h)

Recall the discussion at the beginning of Section 11. The estimate (56) shows
that the set #2(2") is insufficient for us to establish Theorem 7 in the case k = 2. To
overcome this problem, we use digit shifts in Section 12. Here, for every t € Z%h,
we consider the set

22N et={pat:pec 22"}

where, for every
p=(0.a...ap,0.a...a1) € (2") and t=(t],....t0),1},....1]) € Z3",
we have the shifted point’
pdt=(0.b)...b},,0.6)...bY),
with the digits 1, ...,b},bY,..., b} € {0,1} satisfying

bi=a;+t,mod2 and b} =a,+1t, mod?2

for every s = 1,...,h. Then

Dz etB®] = Yy @et) —2nn
pe 2 (2h)

2h_12h_1

Y. Wipat) | akx)
0=06=0 \pep(2h)
(£1,62)#(0,0)

2h_12h_1
= ) Y Wl Y W |ax,
£1=0£,=0 peZ(2h)

(€1,62)#(0,0)

in view of (76) and the second identity in (79). It follows that

7 Here we somewhat abuse notation, as t clearly has more coordinates than p. In the sequel, Wj(t)
is really W1 (0 @ t), notation abused again.
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DM (2");B(x)] =2" Y WM(t)n(x).
leL(h)

Squaring this expression and summing over all t € Z%h, we obtain

2
Y DMz etBx)F=4" Y (): Wi(t)7(x )

tez3" tez3" \leL(h)

=4y Y W)W () (x) i (x)
tez3"V V' eL(h)

=4" Y [ Y W OW(t) | x(x) 2 (x). (83)
VYeEL(h) \ tez2h

Lemma 9. For everyl'1" € NZ, we have

h ey —1/
Y Wi (Wi (6) = {4 =1,

con 0, otherwise.
€
2

Proof. Note first of all that in view of (75) and the second identity in (79), with
Vel = (0),0) & (0], 0)) = (¢, e l],t,al)), we have Wy (t) Wy (t) = Wy (t). For
simplicity, write

S=Y WOWp(t)= Y Wrar(t)

te Z2h te Z2h

If1 =17, so that ' ©1” = 0, then Wy (t) = Wy (t) = 1 for every t € Z3", and so
clearly S = #Z3" = 4" If I #£1”, so that ' ©1” # 0, then there exists ty € Z3" such
that Wy g (to) 7é 1. As t runs through the group Z3", so does t & to, so that

S= Y, War(tet) = Y, Wrar(Wrar (to) = SWyar (to),

2h 2h
teZ} teZ3

in view of (76) and the second identity in (79). Clearly S = 0 in this case. O

Combining (83) and Lemma 9, we deduce that

4h Y b z@)etBxP=4" Y a®P, (84)

tez3! 1€L(h)

so that on integrating trivially with respect to x € [0, 1]?, we have

§ L [P tsmba s [ ke s

tez3 1€L(h

To estimate the right hand side of (85), we need to use a formula of Fine [21] on
the Fourier—Walsh coefficients of the characteristic function o ,(y).
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Let p(0) = 0. For any integer ¢ € N with representation (72), let
p(f) =max{i € N: 4() #0}, sothat 2°P()0~1 <p<2p®) (86)

Then the formula of Fine gives

1 —p(6)
[ R ="
0 3

If we write p(1) = p(¢1) + p(¢2) for 1 = (41, £3), then in view of the first identity in

(79), we have
-p()

_ 4
2 4x —
o BOOP ax = =g

and the identity (85) becomes

h
ih Y / |D(h)[<@(2h)®t;3(x)]|2dx:i Y 4P (87)
! ezg O 9 1Ll

To estimate the sum on the right hand side of (87), we need some reasonably
precise information on the set L(%). The following result is rather useful.

Lemma 10. For every y € [0,1) and every s € No, we have

21

Y wey) = 2 X025 (0)-
=0

Proof. If y € [0,27), then it follows from (73) that 1;(y) = 0 whenever 1 <i <.
On the other hand, for every £ =0,1,2,...,2° — 1, it follows from (72) that A;(¢£) =0
for every i > s. It follows that for every £ =0,1,2,...,2° — 1, we have

=

Y X(Oni(y) =0,

i=1
and so wy(y) = 1. On the other hand, if y € [27°,1), then it follows from (73)
that there exists some j € {I,...,s} such that n;(y) = 1. We now choose k €
{1,2,...,2° — 1} such that A;(k) = 1 and A;(k) = O for every i # j. Then wy(y) # 1.
It is easy to see that as £ runs through the set 0,1,2,...,2* — 1, then so does { B k, so

that
21 2-1 25-1

Z wi(y) = Z wiak(y) = wi(y) Z we(y),
(=0 (=0 (=0

in view of (75). The result follows immediately. O

Lemma 11. For every sy,s2 € {0,1,...,h}, let
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251—-122—1

(i)=Y Y Y WD)

0=0 =0 pe(2h)

Then
231+S27 if‘sl +S2 Z h7

Els1,) = {2h, s+ <h

Proof. Writing p = (p1,p2) and 1 = (¢1,£;) and noting the second identity in (79)
and Lemma 10, we have

251 12521 251 —1 252 —1
Y Y Y wilm= )Y | X wae) || X walp)
(=0 =0 pep(2h) pe2(2h) \ (1=0 £=0
=21ty Xjo,2-51)(P1)Xjo.2-52)(P2)
peZ(2h)

— 2182 Z X[O,2"g1 )x[0,2752) (p) .
peZ2(2h)

It is not difficult to deduce from Lemma 4 that every rectangle of the form
(m1275, (m+1)27%) x [mp2™", (my +1)2°"") C [0,1)?

where m1,my € N, and area 27", contains precisely one point of &2(2"). Let us say
that such a rectangle is an elementary rectangle. Suppose first of all that s; + s, > h.
Then the rectangle [0,271) x [0,2752) is contained in one elementary rectangle an-
chored at the origin, and so contains at most one point of 2(2"). Clearly it contains
the point 0 € 22(2"), and so

Z X[o,z*n)x[o,zfsz)(P) =1
peZ(2h)

Suppose then that s1 + s < h. Then the rectangle [0,27°1) x [0,27%2) is a union of
precisely 2"7917%2 elementary rectangles, and so contains precisely 2/~*17%2 points
of 22(2"), whence

Z X[O,Z*Sl)x[o,z—xz)(p) — ph=s1—=%2
peZ(2h)

This completes the proof. O
Note that with s; = s, = h, Lemma 11 gives
21201
Wi(p) =4".

01=06=0pc(2h)

In view of (80) and (81), we conclude that #L(h) = 2" — 1. We now study the set
L(h) in greater detail.
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Lemma 12. For every s1,s7 € {1,...,h}, let

L(si,s0) =< 1e 212y x 2271 22) . V' W(p

pe 2 (2h)
Then
a) for everyl € L(sy,s2), we have p(1) = 51+ s2;
b) we have
25027072 sy 455 > b+ 2,
#L(s1,50) =4 1, ifs1+s=h+]1,
0, otherwise.

Furthermore, every 1 € L(h) belongs to L(s1,s3) for some s1,s3 € {1,... ,h} that
satisfy s; +s2 > h+ 1.

Proof. Note thatifl € L(sy,s2), then p(1) = p(£1) + p(£2) = 51+ 52, in view of (86).
This establishes part (a). To prove part (b), note that in view of (81), we have, in the
notation of Lemma 11,

2%1—-1  2%2-1

#(si,20)=2""Y Y Y w(p

0,=251"1 9, =2%2-1 pe 2 (2h)
=27 (d(sl,S2>—_"’,(S1—],SQ)—E(Sl,SQ—1)—|—E(S1—17S2—1)).

Part (b) now follows easily from Lemma 11. Finally, it is easily checked that

h h
Y ¥ 1+ Z Z 2tThe2 ok | = #L(h).

Sl=15‘2=1 S1= 152 1
s1+sy=h+1 s1+s2>h+2

The last assertion follows immediately. O

Using Lemma 12, we deduce that

h h h h
Z Z 4—h—l+ Z Z 251+S2—h—24—51—S2

Z 4—p0)

IGL(//l) si=1spy=1 sp=1spy=1
s1+sp=h+1 s1+s3>h+2
h h h h
_ Z Z 471’171_’_ Z Z 275]7&27/’172
s1=1spy=1 s1=1spy=1
s1+s2:h+1 Sl+s2>h+2
2224—h1+2222—hkh2
S1= 15‘2 1 2S1 152 1

s1+spy=h+1 s1+sy=h+k
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h o ho h
=4 hpa Y Yy 2k
k=2 s1=1s5,=1
S1+so=h+k

h
<4 hpaIn Yy 2 <4,
k=2

Combining this with (87), we obtain

1

4
4 tez3!

h
/[0 . DO[2(2") & BX)Pdx < 5 < logN,

noting that N = 2" in this case. Hence there is a digit shift t* ¢ Z%h such that
/ DO (2" & B dx < log,
Jio,1]

essentially establishing Theorem 7 in the case k = 2, apart from our not having prop-
erly analyzed the effect of the approximation of the certain characteristic functions
by their truncated Fourier—Walsh series.

We complete this section by making an important comment for later use. Let us
return to (82) and make the hypothetical assumption that the functions ¥j(x), where
1 € L(h), are orthogonal. Then

DM [2(2");B(x)]|*dx = 4" / 0(x)| dx.
Joup PP PERBOF ax =4 B [ a0

1eL(h

Note that the right hand side is exactly the same as the right hand side of (85), so
that we can analyze this as before.

Unfortunately, the functions yj(x), where 1 € L(h), are not orthogonal in this in-
stance, so we cannot proceed in this way. Our technique in overcoming this handicap
is to make use of the digit shifts t € Z%h, and bring into the argument, one may say
through the back door, some orthogonality in the form of Lemma 9. We shall return
to this in Sections 15 and 16.

14 Generalizations of van der Corput Point Sets

In our discussion of the van der Corput sequence and van der Corput point sets
in Sections 10 and 11, we have restricted our discussion to dimension k = 2. In-
deed, historically, the van der Corput sequence is constructed dyadically, and offers
no generalization to the multi-dimensional case without going beyond dyadic con-
structions, except for one instance which we shall describe later in this section.

To study the general case in Theorems 7 and 8, one way is to generalize the
van der Corput sequence. Here we know two ways of doing so, one by Halton [23]
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and the other by Faure [20]. The Halton construction enables Halton to establish
Theorem 8 in its generality and forms the basis for the proof of Theorem 7 in its
generality by Roth [35]. The Faure construction enables Faure to give an alternative
proof of Theorem 8§ in its generality, enables Chen [11] soon afterwards to give an
alternative proof of Theorem 7 in its generality and, more recently, forms the basis
for the explicit construction proof of Theorem 7 by Chen and Skriganov [13, 14].

The generalizations by Halton and by Faure both require the very natural p-
adic generalization of the van der Corput construction. The difference is that while
Halton uses many different primes p, Faure uses only one such prime p but chosen
to be sufficiently large.

14.1 Halton Point Sets

We first discuss Halton’s contribution. Recall the dyadic construction (45) and (46)
of the classical van der Corput sequence. Suppose now that we wish to study The-
orem 7 or 8 in arbitrary dimension k > 2. Let p;, where i = 1,...,k— 1, denote the
first k — 1 primes, with p; < ... < pi_1. For every non-negative integer n € Ny and
everyi=1,...,k—1, we write

n=Yapl" (88)
j=1
as a p;-adic expansion. Then we write
o =Y dp . (89)
Finally we write

Note that ¢, € [0, 1)¥=!. The infinite sequence co, ¢;,cy,. . . is usually called a Halton
sequence, and the infinite set

A ={(cp,n) :n=0,1,2,...} (90)

in [0, 1)¥~1 x [0, 00) is usually called a Halton point set.
Corresponding to Lemma 3, we have the following multi-dimensional version.

Lemma 13. For all non-negative integers sy,...,sx—1 and £1,...,0r_1 satisfying
U < pi foreveryi=1,....k—1, the set

i=1

k—1
{n €ENp:c, € H[&p;si,(f,‘—f— l)pisi)}
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contains precisely all the elements of a residue class modulo psl‘ e p,ik_’ 11 in Np.

Proof. For fixedi=1,...,k— 1, the p;-adic version of Lemma 3 says that the set

{neNp: ) e [ip; ™, (6i+1)p; ")}

contains precisely all the elements of a residue class modulo p;’ in No. The result
now follows from the Chinese remainder theorem. O

We say that a rectangular box of the form

k—1
[T p: G+ 1)p; ) C o, 1)

i=1

for some integers ¢1,...,0;_; is an elementary (py,...,px—1)-adic box of volume
pfsl e p,:"l’l . Hence Lemma 13 says that the given Halton sequence has very good
distribution among such elementary (pi, ..., px—1)-adic boxes for all non-negative
integer values of sy,...,s;_1.

Lemma 14. For all non-negative integers si,...,S_1, £1,...,lx—1 and m satisfying
l; < p?" foreveryi=1,...,k—1, the rectangular box

k—1 k=1 k—1
TT6p o+ Dp™) mefi(mH)Hp?)
i=1 i=1 =1

contains precisely one point of the Halton point set 5€.

Clearly there is an average of one point of the Halton point set .77 per unit volume
in [0, 1)¥=1 x [0, 0). For any measurable set A in [0, 1)¥~! x [0, c0), let

E[;A] = #( N A) — u(A)

denote the discrepancy of 7 in A.
We have the following generalization of Lemma 5.

Lemma 15. For all non-negative integers sy,...,sx—1 and £1,...,0,_1 satisfying
0 < pi for every i =1,...,k— 1, there exist real numbers 04, o, depending at
moston sy,...,sg—y and £y, ..., 0x_y, such that |ap| < % and

—1
E [ lip ", G+ 1)p; ") < [0,9)| = a0 —y(p™ .p i (0= Bo)) OD)
i=1
at all points of continuity of the right hand side.

We can now prove Theorem 8. Let N > 2 be a given integer. It follows at once
from the definition of 7# that the set

A =200, x [0,N))
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contains precisely N points. Let the integer 4 be determined uniquely by
Pl <N <l 92)
Consider a rectangular box of the form
B(x,...,x1,y) = [0,x1) X ... x [0,x,_1) x [0,y) C [0, )}"1 x [0,N).

Similar to our technique in Section 10, we shall approximate each interval [0,x;),
h h —h .
g )), where xg ) = pi "[pixi] is the
greatest integer multiple of p; " not exceeding x;, and then consider the smaller
rectangular box

where i = 1,...,k— 1, by the subinterval [0,x

BE vy = 104"y x o (0,4)) x [0,y)

as an approximation of B(xj,...,xx_1,y). A slight elaboration of the corresponding
argument in Section 10 will show that the difference

Bxi,..oxi ;) \ B )

is contained in a union of at most k — 1 sets of the type discussed in Lemma 14, and
)
h h
E[A:B(x,... .xe1.y)] —ELBY o )l <k-10 (93)

note that since y < N, it makes no difference whether we write 57 or 7 in our

argument.

It remains to estimate E[5¢ ;B(x(lh), . ,x,@l ,¥)]. To do so, we need to write each

interval [O,xlm), where i = 1,...,h— 1, as a union of elementary p;-adic intervals,

each of length p;* for some integer s satisfying 0 < s < h.

If xgh) =1, then [O,xl@) is a union of precisely one elementary p;-adic interval
(h)

< 1.

of unit length, so we now assume that 0 < x;

(h)

Lemma 16. Suppose that 0 < x;’ < 1, with

h
h —s
XE = Y. bsp;
s=1

(n)

as a pi-adic expansion. Then [0,x;") can be written as a union of

h
Y by <hp;
s=1

elementary p;-adic intervals, namely by elementary p;-adic intervals of length p; )
together with by elementary p;-adic intervals of length pi_z, and so on.
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Hence the set B(xgh), .. ,)c,(ch)1 ,y) is a disjoint union of fewer than #*~'py ... p; 4

sets of the type discussed in Lgmma 15. Hence
E B, x| < B et < (log NS (94
Combining (93) and (94), we conclude that
E[A:B(x1,...,x-1,0)]| <x (logN) 1. 95)

Finally, rescaling the second coordinate of the points of .74 by a factor N~!, we
obtain a set
P ={(c,,N"'n):n=0,1,2,... N—1}

of precisely N points in [0, 1)¥. For every x = (x1,...,x;) € [0, 1], we have
D[Z,B(x)] = E[#:[0,x1) x ... x [0,x;_1) x [0,Nxz)] <x (logN)*~!,

in view of (95) and noting that 0 < Nx; < N. This now completes the proof of
Theorem 8.

Next we discuss Roth’s ideas in shaping this Halton construction to give a proof
of Theorem 7. As in the special case k = 2, one needs to introduce a probabilistic
variable. To pave the way for this, we shall modify the Halton point set somewhat.
Let N > 2 be a given integer, and let the integer / be determined uniquely by

Pt <N <Pt (96)

as before. Forevery i = 1,...,k— 1 and every n =0,1,2,..., p" — 1, we define csf)

1
as before by (88) and (89). We then extend the definition of c5,1> to all other integers
using periodicity by writing

c . n=c, foreverynecl,
1

n+p

write ¢, = (chl) - ,c,(ffl)), and consider the extended Halton point set

5, ={(cp,n) :n € ZL}.

Remark. In Roth [35], as well as Chen [10], the construction of the set .77 is
slightly different, but the difference does not affect the argument in any way. Let
M = pi...pr_1. One then defines ¢\ for n = 0,1,2,...,M" — 1 by (88) and (89),
write ¢, = (cﬁll), ... ,c,(f_l)) for these values of n, and define ¢, for all other integer
values of n by the periodicity relationship ¢, i = ¢, for every n € Z.

Furthermore, for every real number r € R, we consider the translated Halton point
set
H5,t) ={(cy,n+1t):neZl}.
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It is clear that there is an average of one point of the translated Halton point set .7, ()
per unit volume in [0,1)¥~! x (—co,00). For any measurable set A in [0,1)*~!
(—o0,00), we now let

E[A4(1): A] = #(4() N A) — u(A)

denote the discrepancy of 77 (¢) in A.
Consider a rectangular box of the form

B(xy,...,x—1,y) = [0,x1) x ... x [0,x,_1) x [0,y) € [0,1)*"1 x [0,N).
As in the earlier proof of Theorem 8, we shall consider the smaller rectangular box
B(xgh), ... ,x,((h_)l ,y) and, corresponding to (93), we have

E[A5,(6):B(x1,. ., xe-1,9)] — ELBOA P ] <k—1. 97)

Next, we study E[5%,(t); B (xsm7 x,(fi)p y)] in detail, and require an analogue of
the expansion (60). It is not difficult to see that

EBEY, " =Y .. Y EA4:Ix[0,y),

Les I 1€9

where I=1; x ... x I;_; and where, foreveryi=1,...,k— 1, .%; denotes the collec-

tion of elementary p;-adic intervals in the union that makes up the interval [07x§h) )

in Lemma 16.
Corresponding to Lemma 6, one can show that each summand

E[A;,(1);1x[0,y)]
can be written in the form
vip = BO)) —wlp T =),

where the real numbers By and ¥ depend at most on I and y, and where for every
i=1,...,k—1, the elementary p;-adic interval I; has length p; ™. Making use of
this, one can then proceed to show, corresponding to Lemma 7, that

/OMhEWr);I’x[o,yﬂEma);I” % [0,)]dr = (Mhnp, i~ ')

foranyI' =1 x...x[_;and 1" =1} x ... x I}/ | where, forevery i=1,...,k—1,

_ —s i
the elementary p;-adic intervals I/,1/ € . have lengths p, ' and p, " respectively.

One then goes on to show that

Mh
/0 E[2BGA )P di
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<Y .. Y Y .. Y Mh’ijpi—h;—s

/
il

IiEjl I,’Cflefk,lli’efl I,’{Llejk,l L
< ML
Taking the bound (97) into account and then integrating trivially with respect to

X1,...,Xk—1, each over the interval [0,1), and with respect to y over the interval
[0,N), we conclude that

N 1 1 M" 5
//// E[A,(1):B(x1, .. x1,y)]Pdrdx .. dy_ dy
Jo Jo  Jo Jo
M N 1 1 5
:/ (/ / / E[A,(1):B(x1,. .. 5 1,)]] dxl...dxkldy) d
Jo 0 Jo 0
< M"HIN.
Hence there exists t* € [0, M") such that
N /1 1 5
/0 /0 /0 E[A():B(x1, . oxe1,0)] P v g1 dy

< N (98)

Finally, we note that the set 7% (+*) N ([0, 1)¥~! x [0,N)) contains precisely N points.
Rescaling in the vertical direction by a factor N~!, we observe that the set

P = {(Zlv---azk717N71Zk) : (117"'7116) € ’%L(I*)}

contains precisely N points in [0, 1)¥, and the estimate (98) now translates to
/[ ’ ID[2%; B(x)]|? dx < B! < (logN)F 1,
0,1

in view of (96). This completes our brief sketch of the proof of Theorem 7.

14.2 Faure Point Sets

We now discuss Faure’s contribution. Suppose again that we wish to study Theorem
7 or 8 in arbitrary dimension k > 2. Let p denote a prime such that® p >k — 1. For
every non-negative integer n € N, we write

n=Y d"pi-! 99)
j=1

8 The assumption that p > k — 1 cannot be relaxed, as noted by Chen [11].
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as a p-adic expansion. Then we write

ol =Y alp . (100)

o)=Y alp . (101)
j=1
where the coefficients ai-i) are defined inductively using the infinite upper triangular
matrix o o _
(0) (0) (o) (0) '
1) @6
%= ) G) - (102)
()

made up of binomial coefficients.
It is convenient to use matrix multiplication modulo p to define the coefficients

a§i> wheni > 1. Forevery i = 1,...,k— 1, consider the infinite column matrix

Then for every i =2,...,k— 1, we write
al) = a1 mod D;

in other words, we write

A" T 06 © ] a7
S 0ee -] @
a) | = 3 Q)| [ mod p.
K 0| |
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For every n € Ny, write

The set
Z ={(cy,n):n=0,1,2,...}
in [0, 1)¥~! x [0,00) is usually called a Faure point set.

Analogous to Lemma 14, we have the following result.

Lemma 17. For all non-negative integers si,...,Sk_1, £1,...,%—1 and m such that
l; < pi holds for everyi=1,... k—1, the rectangular box

k-1
H[gipfs,-’ (zl T l)pfsi) x [mps1+...+sk,1 , (m+ 1)psl+"'+sk’1)

i=1

(103)

contains precisely one point of the Faure point set 7.
To prove Lemma 17, we need a simple result concerning the matrix 4.

Lemma 18. For the matrix 9 given by (102), we have, for everyi=1,... . k—1,

%i—l _

K

0
0

) ()—=1) G- G)i-1) -
Hi-1 HiE-1)72--
-1 -

(1)
()
()

Proof (Proof of Lemma 17). Suppose that suitable integers sy, ...,Sk_1, £1,...,0k_1
and m are chosen and fixed. For a point (c,,n) to lie in the rectangle (103), we must

have
()

e’ € [Lip™, (Li+1)p™) (104)

foreveryi=1,...,k—1, as well as
ne [mpsl+"'+sk’l,(m+1)psl+"'+sk’]). (105)
Comparing (99) and (105), it is clear that the value of the coefficient a§-1> for every

Jj>s1+...+s;_; is uniquely determined. It therefore remains to show that there is
one choice of the vector
( (1) (1) )
ay s Agh g,
that satisfies the requirement (104) foreveryi=1,...,k—1.
Note next that for every i = 1,...,k— 1, we have
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A" (O @61 @012 @61 14"

ay) B OG- OG-0 |V
agi> = @) (3)(’.*1) agl) mod p.
a I
4 3 4

Let us consider the p-adic expansion
Gp~i =B p B

If (104) holds, then in view of (100) or (101), we must have algi) = B](i) for every

j=1,...,s;. This can be summarized by writing
- ) - -
a(l ) ﬁl(l)
| .
e
A D | g®
Wilay' | = | B; | modp, (106)
all .
4 :
RV
where the matrix #; contains precisely the first s; rows of the matrix %'~!. Now
(1)

recall thata;* are already uniquely determined for every j > S = s+ ... 45— by
(105), and clearly there are at most finitely many non-zero terms among these. The
system (106) can therefore be simplified to one of the form

- 1 - - 7\ -
A
. .
KT
% a | = | )| mod p, (107)
La’ ] LA ]
where the matrix ¥; contains precisely the first S columns of the matrix ;. On com-
bining (107) forevery i =1,...,k— 1, we arrive at a system of S linear congruences
in the S variables agl), e 7a(Sl), with the matrix given by
b4
vV =

Vi1



52 William Chen and Maxim Skriganov

It is not difficult to see that for every i = 1,...,k— 1, we have
© @G- EE-0* - (-
0 O6-=1n SR [ Vi
Yi= ,

(o) - G =15

a matrix with s; rows and S columns. It follows that the matrix ¥ is of generalized
Vandermonde type, with determinant

(l-// _ i/)si/sl-// 5_,5 0 mod P,

1<i'<i"<k—1

in view of the assumption that p > k — 1. Hence the system of S linear congruences

in the S variables agl), e ,agl) has unique solution. Recall once again that the coef-

ficients aﬁ.l) are already uniquely determined for every j > S, we conclude that there

is precisely one value of 7 that satisfies all the requirements. O
The following analogue of Lemma 15 is a simple consequence of Lemma 18.

Lemma 19. For all non-negative integers si,...,sx_1 and £1,...,0,_1 satisfying
b < p¥i foreveryi=1,...,k—1, and for every real number y > 0, we have

k—1

E|\Z | |Wip™™, (Li+1)p~%) x [0,)’)] <1

Il
—_

To study Theorem 8, let N > 2 be a given integer. It follows at once from the
definition of .# that the set

Fo=70([0,1)*" x[0,N))
contains precisely N points. Let the integer 4 be determined uniquely by
P <N < ph.

We can now deduce Theorem 8 from Lemma 17 and Lemma 19 in a way similar to
our deduction of the same result from Lemma 14 and Lemma 15 in Section 14.1,
noting that Lemma 16 remains valid with p; replaced by p. Indeed, rescaling the
second coordinate of the points of .% by a factor N~!, we obtain a set

P ={(cs,N"'n):n=0,1,2,... . N—1},

of precisely N points in [0, 1)* and which satisfies the conclusion of Theorem 8.
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14.3 A General Point Set and a Digit Shift Argument

In this section, we briefly describe a rather general digit shift argument developed by
Chen [11] which enables us to establish Theorem 7 using Halton point sets discussed
in Section 14.1 or Faure point sets discussed in Section 14.2. Recall that these point
sets satisfy Lemma 14 and Lemma 17 respectively.

Let p; < ... < pr—1 be primes, not necessarily distinct, and let & be a non-
negative integer. We shall say that a set of the form

Z ={(¢y,n):n=0,1,2,...} (108)
in [0,1)F=! x [0,00) is a 1-set of order & with respect to the primes pi,...,pr_1
if the following condition is satisfied. For all non-negative integers si,...,8k_1,

01,...,lk—1 and m satisfying s; < h and ¢; < p;' for every i = 1,...,k— 1, the rect-
angular box

k=1

_ k-1
[1lp; " G+ 1)p me m+1)pr-">
i=1

i=1

contains precisely one point of %

If the primes py,..., pr—1 are distinct, then the Halton set .77 is a 1-set of every
non-negative order with respect to py,...,px—;. If the primes py,..., py_; are all
identical and equal to p, then the Faure set .% is 1-set of every non-negative order
with respect to p, ..., p, provided that p > k— 1.

The property below follows almost immediately from the definition.

Lemma 20. Suppose that h be a non-negative integer, and that % is a 1-set of or-
der h with respect to the primes p1,...,pr—1. Then for all non-negative integers
Sts...Sk—1 and 0y,... Uy satisfying s; < h and (; < pj' for everyi=1,....k—1,
and for every real numbery > 0, we have

<l1.

k—1
[ TTp " (4 1)p )X[O,y)l

i=1

Let N > 2 be a given integer, and let the integer & be determined uniquely by
Pt <N <ph. (109)
For any 1-set (108) of order & with respect to the primes py,..., pi—1, the set
Zo=2n([0,1)<" x[0,N))
contains precisely N points. Then it can be shown easily that the set

P ={(e,,N"'n):n=0,1,2,.... N—1},
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of precisely N points in [0, 1)* and which satisfies the conclusion of Theorem 8.

To study Theorem 7, we again choose the integer 4 to satisfy (109). However, we
need to modify the 1-set 2.

Let .# denote the collection of all (k— 1) x h matrices T = (#; ;) where, for
everyi=1,....k—1land j=1,...,h the entry 1; j € {0,1,2,...,p; — 1}. Clearly
the collection . has (p; ... Pi—1)" elements.

For every n =0,1,2,..., let us write

¢, = (c1(n),...,cr—1(n)).
Foreveryi=1,...,k— 1, we consider the base p; expansion
ci(n) = O.ai’la,;z s i h i
For every T € .# and every n =0,1,2,...,, we shall write
CE = (Crlr(n)a s 7clr£71 (n)),
where, forevery i = 1,...,k— 1, we have

cf (n) =0.(ai1 ®ti1)(ai2 ®1i2) - (Qip Dtip)aipr1 -

where @ denotes addition modulo p;. It is not difficult to show that the shifted set
T ={(cF,n):n=0,1,2,...}

in [0,1)¥=1 x [0,0) is also a 1-set of order & with respect to the primes py, ..., pr_1.
Consider a rectangular box of the form

B(x,...,x1,y) = [0,x1) X ... x [0,x¢_1) x [0,y) C [0, )}"1 x [0,N).
As in the earlier proof of Theorem 7, we shall again consider the smaller rectangular

box B(xgh), .. ,x,(fi)l ,¥), where, for every i = 1,...,k — 1, we replace the point x; by

xl(h) = p;h [plx;], the greatest integer multiple of p;h not exceeding x;. Then for
every T € ./, we have

(h

E[Z:B(x1,. .5 1,y)] — E[2TBG W ) <k -1,

so it remains to study E[2° T;B(xgh), ... ,x,((h_)l ,y)] in detail. It can be shown that

h h _
Y EZTB, L )P <k (b1 ) R
Te.#
from which it follows that

N rl 1
/O /0 /O (Z |E[QPT;B(x<1”>,...,x,ﬂ’”l,y)]ﬁ) dxy .. dy_ dy

Te
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" 1 T. g\ () 2
= Z A /0 A ‘E[f ;B(xl 7"'axk_1’y)]‘ dx1...dxk71dy
Te A

<k (p1---pr—)"HIN.

Hence there exists T* € .# such that
N /1 1 - 5 .
/0 /0 /0 E[Z":B(x1,...,x—1,)][ dxy .. dx_y dy < BN

Finally, we note that the set 2T N ([0,1)*~! x [0,N)) contains precisely N points.
Rescaling in the vertical direction by a factor N~!, we observe that the set

y*:{(zla"wzk—l?N_lzk) : (Zl,---7Zk) € gT*}

contains precisely N points in [0, l)k, and satisfies the conclusion of Theorem 7.

15 Group Structure and p-adic Fourier-Walsh Analysis

In Section 13, we exploit the group structure of the van der Corput set #(2") to
sketch a proof of Theorem 7 for k = 2. The central argument there is to use Fourier—
Walsh analysis to show that an approximation D")[22(2"); B(x)] of the discrepancy
function D[ (2"); B(x)] satisfies the identity (85) which involves digit shifts. Under
certain hypothetical orthogonality assumptions, we can further deduce the simpler
identity

DM [(2"): B(x)][? dx = 4" / 7 dx.
S 1P Pax=s' B [ 17

Unfortunately, these hypothetical orthogonality assumptions do not hold.

To have a better understanding of the underlying ideas, it is necessary to study
p-adic versions of the analysis carried out earlier.

For simplicity, let us again restrict our attention to Theorem 7 for k = 2. Let p be
a prime, and consider the base p van der Corput point set

Bz(ph) ={(0.a1a2a3...ap,0.a...azaz2ay) : ay,...,a, €{0,1,...,p—1}}.

This is a finite abelian group isomorphic to the group Zf,. We shall make use of the
characters of these groups. These are the base p Walsh functions, usually known as
the Chrestenson or Chrestenson—Levy functions. For simplicity, we refer to them all
as Walsh functions here.

To define these Walsh functions, we first consider p-ary representation of any
integer £ € Ny, written uniquely in the form

(=Y a0p, (110)
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where the coefficient 4;(¢) € {0,1,...,p — 1} for every i € N. On the other hand,
every real number y € [0, 1) can be represented in the form

y=Y n@)p~, (111)
i=1

where the coefficient 1;(y) € {0, 1,...,p— 1} for every i € N. This representation is
unique if we agree that the series in (111) is finite for every y = mp~* where s € Ny
andm € {0,1,...,p* —1}.

For every £ € Ny of the form (110), we define the Walsh function w; : [0,1) — R
by writing

wi(y) =ep (i 7Li(£)ﬂi(Y)> ; (112)
=

where e, (z) = 2™/ for every real number z. Since (110) is essentially a finite sum,
the Walsh function is well defined, and takes the p-th roots of unity as its values.
It is easy to see that wo(y) = 1 for every y € [0,1). It is well known that under the
inner product

o) = [ mma

the collection of Walsh functions form an orthonormal basis of L?[0, 1].

The operation & defined modulo 2 previously can easily be suitably modified to
an operation modulo p. Then (75) and (76) remain valid in this new setting.

As before, we shall use Fourier—Walsh analysis to study characteristic functions
of the form Y ,)(y). We have the Fourier—Walsh series

X)) ~ Y Xe(x)we(y),
=0
where, for every ¢ € Ny, the Fourier—Walsh coefficients are given by
~ "X
7 = [ wit)ay

In particular, we have Yp(x) = x for every x € [0,1). Again, as before, instead of
using the full Fourier—Walsh series, we shall truncate it and use the approximation

h—1
Xy ) = L mw0).

This approximation in turn leads to the approximation

pi=1ph—1

Zitn ) = Zjooe 01)Z oo 02) = X Y. G(X)WA(Y)
0,=0 £,=0



Upper Bounds in Classical Discrepancy Theory 57

of the characteristic function Yp ) (y). Here I = (¢1,£2),

0(x) =26, (x1) 26, (x2) - and - WA(y) = we, (y1)we, (32).

Consequently, we approximate the discrepancy function

D[Q(Ph)QB(X)] = Z XB(X)(p) —phx1x2
pe2(p")

by

DI (P):BX)] = Y Ay (®) —Pix2
pe2(p")
p1pi—1

Y Y Y axwip) -p'%x)

pe2(ph) 1=0 L=0

pi—1pt—1

Y W) | ax),
€1=0 €2=0 pE.gJ(ph)
(€1,62)#(0,0)

noting that

Y Wlp) =#2(p") =p".
pe2(ph)

It is well known in the theory of abelian groups that the sum
Y wip)e{0,p"}
peZ(p")

We therefore need to have some understanding on the set

L(h)=<1€[0,p")x[0,p"):1#£0and Y Wi(p)=p"
pe2(p")

Then

DW2(p"):BXx) = p" Y, H(x).
leL(h)

We have the following special case of a general result of Skriganov [38].

Lemma 21. Suppose that the prime p satisfies p > 8. Then the functions X(x),
where 1 € L(h), are orthogonal, so that

| D"z Pa=p ¥[GP a13)
[0.1] 1eL(n)’[0:1]

To progress further, we need to estimate each of the integrals
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/[071]2|7Z1(X)|2dxz </01 |%(xl)|2dx1> </01 |@<x2)|zdx2> (114

on the right hand side of (113).

Lemma 22. We have

)2 2 T
dx—* ———— ) csct—. (115)
[ 1B (p_l)z ;
Furthermore, for every £ € N, we have
1 TA(l) 1
/Ixz W)[2dx=p~ (><2 2 p()_4 p_l chc ) (116)

where 0 ift=0
, l — Y,
p(l) = {max{ieN:li(f)7’é0}7 ifteN,

denotes the position of the leading coefficient of € given by (110) and A (£) = A, y)(£)
denotes its value.

Proof. We have the Fine—Price formula, that for every £ € Ny,

Xe(x) = p POy (x), (117)
where
1 N s )
uo(x) = Fwo(x)+ 3 P~ Y, /(1= &) wp (x), (118)
=l j=1

and where for every £ € N,
_ 1 _
W) = (1= 40 g () + (2—<1 AR
+Zp"2€f (1=87) "Wy ooy (). (119)

Here ©(0) = ¢ — A (£)pP)~", and ¢ = e*™/? is a primitive p-th root of unity. For
details, see Fine [21] and Price [32]. The right hand side of (119) is a linear combi-
nation of distinct Walsh functions. It follows that for every ¢ € N, we have

1 1 1 1 1 1
/0 Ju(x)[* dx = (1— CA0)(1— 20 + (2_ 1_Cl(€)) (2_I—CW>

WD WIE<l
i=1 j=1
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A@—2 1 1 -2
=2[1-¢"" _Z—i—ﬁz"'l_g' :
Jj=1
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(120)

The identity (116) follows on combining (117) and (120) with the observation

; 21\ ? 2 nj
1—¢i? = <1—c0sj> +sin? =2 = 45in2 L.
p p p

Similarly, we have

(121)

1 | NP | | i—
/ o) Pdx= -+ Y p @Y -8 P =+ 5—Y 1-¢/| 7% (122
0 4 5 =t 4 pr-l3

The identity (115) follows on combining (117), (121) and (122). O
Lemma 23. For every { € Ny, we have

1 2-2p(0)
| 7 P < F
0 4

Proof. Suppose first of all that £ # 0. Then using the inequality that

: 2
T

cscz—] < P

p 4

forevery j=1,...,p— 1, we see from (116) that

1 2 20, 2-2p(0)
[ P < pre (B fs EEZY 22
0

8 4 16(p>—1) 4

On the other hand, it follows similarly from (115) that

L 1 2( _1) 2 2—2p(0)
T cP_P
/o () dvs g4+ 9e0 3y =3 4

as required. 0O

Combining (114) and Lemma 23, we conclude that

4-2p(1)
nx)Pdx< P
J o BOOPax < P

where p(1) = p(¢1) + p(¢2). Thus we need to estimate the sum

Z p—2p(l).

leL(h)

(123)
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Here p(l) is a non-Hamming weight that arises from the Rosenblum-Tsfasman
weight in coding theory. The idea here is that if the distribution dual to Z?(p") has
sufficiently large Rosenblum—Tsfasman weight, then we can obtain a good estimate
for the sum (123).

For a brief discussion on how we may complete our proof, the reader is referred
to the paper of Chen and Skriganov [14].

16 Explicit Constructions and Orthogonality

The first proof of Theorem 7 for arbitrary k > 2 by Roth [35] is probabilistic in
nature, as are the subsequent proofs by Chen [11] and Skriganov [37]. The disad-
vantage of such probabilistic arguments is that while we can show that a good point
set exists, we cannot describe it explicitly.

On the other hand, the proof by Davenport [19] of Theorem 7 in dimension k = 2
is not probabilistic in nature, and one can describe the point set explicitly. However,
finding explicit constructions in dimensions k > 3 turns out to be rather hard. Its
eventual solution by Chen and Skriganov [13] is based on the observation that pro-
vided that the prime p is sufficiently large, then the functions xj(x), where 1 € L(h),
are quasi-orthogonal, so that some weaker version of Lemma 21 in arbitrary dimen-
sions holds.

However, if we are not able to establish any orthogonality or quasi-orthogonality,
then our techniques thus far fail to give any explicit constructions in dimensions
k > 3. To establish an appropriate upper bound, we may resort to digit shifts, and
our argument is underpinned by the general result below for arbitrary dimensions
k > 2 for some suitably defined Walsh function Wj(t).

Lemma 24. For everyl' 1" € Nk we have

¥ wiowe(o = {5120

0, otherwise.
teZkh

This result can be viewed as an orthogonality result. We may therefore conclude
that orthogonality or quasi-orthogonality in some form is central to our upper bound
arguments here, whether we consider explicit constructions or otherwise.
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